Quantum and nonlinear optics has garnered a lot of interest in the last few decades due to its applications in a plethora of fields such as sensing, spectroscopy, frequency metrology and quantum information processing. Optical microresonators have compactified the realization of several nonlinear phenomena since their inception, besides enabling fundamentally new paradigms in light-matter interaction. Planar microcavities such as ring resonators are particularly interesting for their ease of fabrication in a massively parallel fashion and their small mode volumes. Additionally, advances in fabrication techniques have enabled ultra-low losses and ultra-high quality factors in these planar CMOS compatible materials such as silica and silicon nitride.

In this dissertation, we harness the ultra-low loss of silicon nitride microrings along with its high third-order Kerr nonlinearity for two applications previously unexplored in this platform: bright squeezed light generation and dual comb spectroscopy. We begin by examining the background in each of these fields before detailing our approach to realizing a compact, robust and scalable alternative to the existing state-of-the-art.

The first part of this dissertation investigates squeezed light, a quantum state of light that is promising for quantum enhanced sensing and quantum computation or communication in the continuous variable regime. Nearly all previous chip-based sources of squeezing have been rather large (of the order of many wavelengths...
in height and width), and work based on the second-order nonlinearity, which is found only in restrictive crystals lacking inversion symmetry. Here we report the first realization of squeezing using an integrated parametric oscillator above threshold based on the ubiquitous third-order nonlinearity. The on-chip microrings enable the generation of broadband continuous wave squeezing in contrast to the narrowband squeezing produced by their macroscopic counterparts, and this broad bandwidth is essential for high-bit-rate quantum communications. Furthermore, we show continuous electrical tuning of the degree of squeezing using integrated platinum microheaters incorporated above coupled microring resonators. We conclude our exploration of quantum photonics in silicon nitride with a path towards deterministic entanglement generation.

In the second part of this dissertation, we look into a classical application of the same platform: dual comb spectroscopy (DCS). This technique builds upon an actively pursued aspect of silicon nitride rings – that of frequency comb generation. Again, using the third-order Kerr nonlinearity, a series of narrow, equidistant lines can be generated in the frequency domain, to form a spectrum that is called a frequency comb. Two such combs with slightly different line spacings can be used for dual comb spectroscopy, which is an emerging technique for fast acquisition of broadband optical spectra. Since DCS does not involve any moving mechanical parts that are used in conventional spectrometers, it is much more robust. We generate, for the first time, two frequency combs on the same chip using a single laser, and use it for broadband spectroscopy of dichloromethane. We demonstrate simultaneous soliton modelocking of both combs and observe long mutual coherence times of 100 µs. Our results pave the way for an on-chip, fully integrated dual comb spectrometer.
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PREFACE

On December 29, 1959, Richard Feynman gave a lecture, “There’s plenty of room at the bottom,” to an audience at Caltech. He talked about the direct manipulation of matter at the nanometer scale - specifically, about the possibility of manipulating individual atoms. This inspired the field of nanotechnology decades later, although its direct influence on catalyzing the birth of the field is a subject of debate.

On June 1, 1982, Feynman published an article titled “Simulating physics with computers” in the International Journal of Theoretical Physics, where he looked into the possibility of exactly mapping quantum physics problems onto a computing machine. This laid down the foundations of a universal quantum computer.

Today, progress in technology has brought us to a juncture where we can think of combining these two fields - nanotechnology and quantum computing, using the field of nanophotonics, i.e., the science of manipulating light-matter interaction at the nanoscale. This dissertation is an endeavor to take steps towards realizing the grand goal of nanophotonic quantum computing. In the journey towards this grand goal, we realize several intermediate milestones (e.g. squeezed light generation) as well as practical applications (e.g. dual-comb spectroscopy).
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Optics, the science of light, has become an all-pervading aspect of our everyday lives. It spans areas as fundamental as the study of the furthest galaxies in the universe, to aspects as trite as home and street lighting, television, supermarket checkouts and medical clinics. The invention of the laser by Theodore Maiman in 1960 was a paradigm shift that not only allowed for a better understanding of light-matter interactions, but also ushered in unprecedented new technologies such as long-distance optical fiber communications and laser-written compact disks.

The desire for more compact optical devices over the last two decades has mirrored the progress of electronics, pushing the frontiers of optics to smaller and smaller scales. Novel phenomena appear when light is confined to compact geometries, enhancing its interaction with matter. This had led to the birth of the field of photonics, or the modern science of light. Optical fibers, the backbone of the telecommunications industry, guide light in very small cross sections (∼ tens of microns) over large distances with low loss. These fibers are made of silicon dioxide, or silica glass. Using alternative materials such as silicon and silicon nitride, light can be confined to even smaller geometries, on the order of microns to hundreds of nanometers – and the study of light at these scales has come to be known as nanophotonics.

In this dissertation, we will explore several applications of the novel paradigms offered by nanophotonics in the areas of quantum and nonlinear optics. Quantum optics involves the study of the behavior of light departing from its classical aspects, allowing us to enter regimes which would not be possible with classical light. This enables applications such as quantum-enhanced sensing, quantum si-
mulation and quantum computing. Nonlinear optics relates to the study of light at high intensities, where different wavelengths (i.e. colors) of light, usually noninteracting at low intensities, start mixing with each other to produce new wavelengths. While considered a menace for optical fiber communications, nonlinear optics can be harnessed in a beneficial manner for spectroscopy, metrology, and frequency conversion of light.

The majority of research in quantum and nonlinear optics has been the preserve of bulky tabletop setups. Here we integrate these fields into millimeter-sized chips using micron-scale waveguides and resonators. This enables a compact, scalable and robust platform for exploring phenomena such as squeezed light generation and on-chip entanglement. We use the same platform for producing light spanning a broad optical spectrum, called a frequency comb, with hundreds of frequencies all within a single beam. This comb is used for fast, real-time spectroscopy of dichloromethane, an organic solvent.

1.1 Central themes of the dissertation

In this section, we introduce the various themes central to our work. These themes are explained in detail in the next chapter.

1.1.1 Nanophotonics on a silicon chip

Nanophotonics is the manipulation of light at the nanometer scale, in analogy with microelectronics and nanoelectronics. Nanophotonics has found widespread use in optical communications, sensing, optomechanics, spectroscopy and biological
applications such as neurophotomics and optogenetics. Of particular interest is silicon photonics \cite{1, 2}, which leverages the massive infrastructure and mature fabrication technology of electronics to enable devices that can guide, route and manipulate light. The choice of materials is directed by its compatibility with complementary metal-oxide-semiconductor (CMOS) technology, the mainstay of electronics. Silicon (Si), silicon nitride (\(\text{Si}_3\text{N}_4\)) and silicon dioxide (\(\text{SiO}_2\)) are very commonly used CMOS-compatible materials in the semiconductor electronics industry. For the entirety of this dissertation, we will use silicon nitride waveguides covered by a silicon dioxide cladding. These waveguides can confine light to the micrometer scale, leading to high intensities. Improved fabrication techniques in silicon nitride allow us to achieve ultra low loss and consequently propagate light for long distances without it diminishing in intensity significantly. The combination of high intensities with long propagation lengths enables efficient nonlinear optics studies in this platform.

### 1.1.2 Nonlinear optics

Nonlinear optics concerns itself with the behavior of light at high intensities, where the response of the material medium through which light propagates is not linear. In the frequency domain, the wavelengths of light at the output of the medium can be different from those at the input due to the material nonlinearity. Since light is composed of very weakly interacting bosons, called photons, nonlinear effects become important only at high intensities, which corresponds to either high powers or very tightly confined geometries. In this dissertation, we take the latter route to explore nonlinear optics at moderate powers in on-chip photonic structures. Specifically, we show how a multitude of new frequencies can be generated, all
phase-coherent with each other, using nanophotonic waveguides and resonators. These frequencies are used for spectroscopy. When operated at low powers, where only a few new frequencies are produced, we investigate quantum correlations between the generated light beams. Nonlinear optics is fundamental to the study of the quantum properties of light.

1.1.3 Quantum optics

Quantum optics is the study of the effects produced by the granularity of light, i.e. the fact that a beam of light is made up of discrete particles photons, with wave and particle properties. Interestingly, a very large class of phenomena in optics can be described by considering the light field to be a classical wave, and quantizing exclusively the behavior of electrons. This includes the phenomena of laser oscillation and thermal emission. Quantum properties of light become important typically when the nonlinear interaction between one or more light beams produces correlations beyond what is expected classically. For example, a laser beam sent through a nonlinear medium produces pairs of photons that are perfectly correlated in intensity, well beyond the classical limit of the input laser. Extended to higher powers of the input laser beam, and combined with properly designed resonators, these correlations can manifest themselves in the form of “twin beam” squeezing - where the macroscopic intensities of the beams are correlated in a statistical sense. We will study in detail the generation of such squeezed beams in this dissertation. Squeezed light is intimately related to quantum entanglement – an aspect that Schrödinger called the very essence of quantum mechanics, after Einstein, Podolsky and Rosen pointed out the spooky action-at-a-distance (“spukhafte Fernwirkung”) that entanglement entails.
1.1.4 Quantum information processing (QIP)

Quantum technologies have moved from the domain of textbooks to real-world applications in the last few decades. Quantum key distribution is perhaps the most well-developed application of quantum information till date. A host of platforms have been explored for QIP, including trapped ions, photons, nuclear spins, quantum dots, superconducting qubits, defect centers in diamond and other materials, and topological quantum states (See Nature Physics insight \[3\] and the articles therein \[4–9\]). While the jury is still out on the best platform for QIP, superconducting qubits and photonics are among the best suited in terms of simplicity and scalability. Besides, any quantum technology that operates over long distances will almost inevitably use optics as a low loss and low-decoherence carrier to transmit information. Quantum information processing encompasses the fields of quantum computing, quantum communications and quantum simulations, whose individual goals are distinct but closely related. In contrast to classical computing where bits can take values of 0 or 1, information in QIP is encoded in quantum bits or “qubits” which can exist in a superposition of states \(\alpha|0\rangle + \beta|1\rangle\). More importantly, nonclassical correlations can exist between distinct qubits, which allows certain algorithms to show an exponential speedup over their classical counterparts, as shown by Shor in the case of prime factoring \[10, 11\]. In fact, prime factoring and quantum key distribution \[12, 13\] protocols have provided arguably the greatest impetus to the development of QIP technologies.

Quantum optics offers a versatile platform for implementing quantum information processing (QIP) \[14\]. Due to the low loss with which light can be guided over very long distances (~ hundreds of kilometers over fibers), the electromagnetic field of a light beam can be used to encode information, both in the continuous
degrees of freedom such as the amplitude and phase, as well as in the discrete degrees of freedom such as polarization or photon number. These two regimes are respectively referred to as the continuous variable (CV) and discrete-variable realizations of optical QIP.

Any information processing system consists of sources/transmitters, circuits and detectors/receivers. While detectors and photonic circuits to route light are sufficiently advanced for optical QIP, sources of quantum light are often probabilistic and fragile, making deterministic QIP a herculean task. Similarly, since photons are weakly interacting, making gates to control light in analogy with the transistors of electronics is extremely challenging. Operating at moderately high powers in the CV regime, as opposed to the very low powers used in discrete variable QIP, is one approach to solve this problem. Squeezed states are an essential resource for CV QIP, which will be studied at length in this dissertation. Cluster states, an especially useful multimode counterpart of squeezed states, offer a promising realization of a universal quantum computer.

1.2 Outline of the dissertation

Chapter 2 discusses the tools essential in our study of integrated quantum and nonlinear optics: microresonators. We start with a basic introduction to waveguides, high quality factor resonators, four-wave mixing, parametric oscillation and discuss the coupling setup in some detail. We also talk about the primary method used to tune resonances of microcavities: integrated microheaters. The devices used in this dissertation were designed and characterized by me, while their fabrication was handled by my colleagues Kevin Luke, Steven Miller and Xingchen
Chapter 3 reports the first generation of squeezed light using an integrated FWM parametric oscillator. We elucidate the theoretical foundations, previous work and the applications of squeezed light, before delving into the details of our approach to produce broadband two-mode intensity-difference squeezing. This is also the first room-temperature source of squeezing using a CMOS compatible material. Chapter 4 extends these results to develop a method for tuning the degree of squeezing. Integrated microheaters applied to a coupled microresonator system are the keys elements for this realization of tunable squeezing. These chapters study the behavior of the FWM parametric oscillator just above the threshold of oscillation.

Chapter 5 discusses experiments further above threshold to go beyond two-mode squeezing, to investigate multimode correlations in parametric oscillators. Additionally, we explain the construction of a narrowband filter cavity to mitigate excess noise in the input laser which has deleterious effects on squeezing measurements. We also develop analysis cavities to enable phase-sensitive detection of the correlations between generated light beams, and show a path towards achieving continuous variable entanglement.

In chapter 6, we demonstrate, for the first time, the generation of two distinct frequency combs on the same chip from a single laser, to form what is called a dual comb spectrometer. This is a shift towards studying the classical dynamics of the parametric oscillators, in contrast to the nonclassical paradigms of the previous chapters. We show low-noise mode-locked operation of both combs, and study the formation of soliton states within the microresonators. We also perform real-time broadband absorption spectroscopy of dichloromethane (CH$_2$Cl$_2$) using the dual
combs over timescales as short as 20 µs.

Chapter 7 concludes with a discussion of the many possible research avenues one could take to build upon work presented here. The appendices contain details about device fabrication, analysis cavities, and a comparison of material platforms for nonlinear and quantum photonics.
CHAPTER 2
TOOLS OF THE TRADE: NONLINEAR MICRORESONATORS

This chapter provides an in-depth introduction to the silicon nitride microcavities that form the basis for the rest of the dissertation. We will talk about Maxwell’s equations, nonlinear optics, four-wave mixing and parametric oscillation.

2.1 Maxwell’s equations and nonlinear optics

Light is a time-varying electromagnetic field with wavelengths in the hundreds of nanometers to microns range. Like all electromagnetic fields, the behavior of light with electric field $\vec{E}$ and magnetic field $\vec{H}$ is governed by Maxwell’s equations:

$$\nabla . \vec{D} = \rho \quad (2.1)$$
$$\nabla . \vec{B} = 0 \quad (2.2)$$
$$\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \quad (2.3)$$
$$\nabla \times \vec{H} = \vec{J} + \frac{\partial \vec{D}}{\partial t}, \quad (2.4)$$

along with the constitutive relations for the electric and magnetic flux densities $\vec{D}$ and $\vec{B}$ respectively,

$$\vec{D} = \epsilon_0 \vec{E} + \vec{P} \quad (2.5)$$
$$\vec{B} = \mu_0 \vec{H}. \quad (2.6)$$

where $\epsilon_0 = 8.85 \times 10^{-12}$ F/m and $\mu_0 = 4\pi \times 10^{-7}$ H/m are the electric permittivity and magnetic permeability of free space respectively. We have neglected the magnetic polarization as we will exclusively deal with nonmagnetic materials. Additionally, for a dielectric material at optical frequencies, there are no free charges and currents, hence the charge density $\rho = 0$ and the current density $\vec{J} = 0$. 
Figure 2.1: Potential $U$ experienced by a bound electron in a dielectric. Near equilibrium, the potential can be represented by a quadratic function (solid line) and the response to an electric field is linear. Away from equilibrium (dashed line), the potential deviates to produce a nonlinear response. Image from [15]. The current figure shows a non-centrosymmetric potential. For silicon nitride and most other materials, the potential is symmetric about the origin, albeit nonlinear.

On taking the curl of Eqs. 2.3, combining it with 2.4 and 2.5 using vector identities and the relation $\mu_0\epsilon_0 = 1/c^2$, we arrive at Maxwell’s wave equation,

$$\nabla^2 \vec{E} = \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} + \frac{1}{\epsilon_0 c^2} \frac{\partial^2 \vec{P}}{\partial t^2}$$  \hspace{1cm} (2.7)

The wave equation for a linear, isotropic and homogeneous medium admits plane wave solutions of the form

$$E(\vec{r}, t) = E_0 e^{i(\vec{k} \cdot \vec{r} - \omega t)}$$  \hspace{1cm} (2.8)

with wave vector $\vec{k}$ and angular frequency $\omega$.

The polarization field $\vec{P}$ at the microscopic scale is determined by the response of the electrons in a material to an externally applied electric field. The bound
electrons can be approximated to be moving in the potential of the much heavier fixed nuclei. Near the equilibrium position, the potential experienced by the electron is quadratic, and the electrons feel a linear restoring force when excited by an external electric field [2.1 solid line]. For large displacements, the potential deviates from the quadratic function and the response becomes nonlinear. This happens when the driving electric field is comparable to the atomic field that holds the electron to the nucleus ($E_{at} \sim e/4\pi\varepsilon_0a_0^2 = 5 \times 10^{11}$ V/m, where $a_0$ is the Bohr radius).

In general, the polarization can be expanded as a Taylor series in the electric field as,

$$\vec{P} = \varepsilon_0 \left[ \chi^{(1)} \vec{E} + \chi^{(2)} \vec{E}\vec{E} + \ldots \right]$$

where $\chi$’s are tensors of appropriate rank for the susceptibility. More commonly, this equation is written in the component form (assuming Einstein summation for repeated indices):

$$P_i = \varepsilon_0 \left[ \chi^{(1)}_{ij} E_j + \chi^{(2)}_{ijk} E_j E_k + \ldots \right]$$

Here $i, j, k$ label any of the $x, y, z$ components of the field.

The first term in the expansion for $\vec{P}$ is the linear response of the system, which represents small oscillations of the electrons about the mean position. The second term corresponds to the second-order nonlinearity, which is found only in restricted crystal structures lacking inversion symmetry. This lowest order nonlinearity is absent in most substances. This brings us to the next term, the third-order nonlinearity, also called the Kerr nonlinearity. Explicitly writing out the frequency domain expression for this term [16], we arrive at:

$$P_i^{(3),\text{NL}}(\omega_\sigma) = \sum_{mn\rho} \varepsilon_0 \chi^{(3)}_{ijkl}(\omega_\sigma; \omega_m, \omega_n, \omega_p) E_j(\omega_m) E_k(\omega_n) E_l(\omega_p)$$
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where \(\omega_\sigma = \omega_m + \omega_n + \omega_p\).

The third-order nonlinearity is ubiquitous, in that it is found in all materials. Even vacuum is nonlinear above the Schwinger limit \((E > 10^{18} \text{ V/m})\). In the language of quantum electrodynamics, the four-photon vertex for the Feynman diagram of photon-photon scattering is very weak in vacuum. The presence of a material increases the strength of this effective four-photon vertex mediated by the electrons in the material. For the purposes of this dissertation, we will limit ourselves to parametric nonlinear processes, i.e. where the optical energy is conserved. Examples of non-parametric nonlinear processes include Raman and Brillouin scattering, and multiphoton absorption, where energy is lost to the phononic degrees of freedom of the material.

In Eq. 2.11, the frequencies \(\omega\)'s could be negative, using the convention \(E(-\omega) = E^*(\omega)\) for real electric fields in the time domain. With this convention, Eq. 2.11 can represent a wide variety of nonlinear phenomena. Some examples of parametric processes based on the third order nonlinearity include,

- Third harmonic generation. \((\omega_\sigma = 3\omega_m; \omega_m = \omega_n = \omega_p)\).
- The intensity dependent refractive index and self-phase modulation (SPM). \((\omega_\sigma = \omega_m = \omega_n = -\omega_p)\).
- Cross-phase modulation (XPM) \((\omega_\sigma = \omega_m \neq \omega_n = -\omega_p)\).
- Four-wave mixing (FWM), when at least three different frequencies are involved. \((\omega_\sigma \neq \omega_m, \omega_n, \omega_p)\).

The work described in this dissertation uses FWM, along with the effects of XPM and SPM. Note that these three processes can occur between optical fre-
quencies that are close to each other, as opposed to third-harmonic generation, or any frequency mixing process mediated by the second-order nonlinearity.

Any nonlinear process occurring in dielectrics has to satisfy two stringent requirements to be efficient:

1. The fields should have a high intensity, because optical nonlinearities in dielectric materials are weak.
2. The fields should be phase-matched (momentum conservation). Energy conservation is enforced by the parametricity of the processes being studied here.

As we will see in the following sections, the first point is addressed in our work by using high-confinement waveguides that increase the intensity by facilitating a small effective area [Sec. 2.2.2]. Furthermore, high-quality factor microcavities are used for resonant enhancement of the field intensity [Sec. 2.2.3]. The second point is addressed by careful design of the waveguide geometry [Sec. 2.2.2].

2.1.1 Four-wave mixing (FWM)

Four-wave mixing is a third-order parametric nonlinear process whereby light fields at three frequencies (or wavelengths) interact to produce a new light beam at a fourth wavelength (called the idler). If two of the frequencies are identical, the process is termed as degenerate FWM. Typically, a weak signal beam ($\omega_s$) interacts with one or two strong pump beams ($\omega_p$) to produce light at the idler frequency $\omega_i$. The signal beam gets amplified in this process, which is termed as parametric amplification.
\[ \omega_s + \omega_i = \omega_{p1} + \omega_{p2} \]

**Figure 2.2:** Energy level diagram for four-wave mixing (FWM) between two pumps (p1 and p2), signal (s) and idler (i) frequencies. For the degenerate case, \( \omega_{p1} = \omega_{p2} \).

In the quantum description of four-wave mixing, two pump photons are annihilated to produce a signal photon and an idler photon in pairs, in an energy conserving process [Fig. 2.2]. We will see in Chapter 3 that this simultaneous production of photon pairs in an energy conserving interaction is at the heart of the generation of quantum-correlated twin beams and the consequent two-mode squeezing.

The coupled amplitude equations for four-wave mixing can be derived from Eq. 2.7 and 2.11, by substituting a slowly varying envelope similar to 2.8 for each of the signal, idler and pump frequencies. Under the strong undepleted pump
approximation, the coupled amplitude equations take the form \[17–21\],

\[
\frac{dE_p}{dz} = -\frac{\alpha_p}{2} E_p + i\gamma |E_p|^2 E_p 
\]

\[
\frac{dE_s}{dz} = -\frac{\alpha_s}{2} E_s + 2i\gamma |E_p|^2 E_s + i\gamma E_p^2 E_s^* e^{-i\Delta \beta z} 
\]

\[
\frac{dE_i}{dz} = -\frac{\alpha_i}{2} E_i + 2i\gamma |E_p|^2 E_i + i\gamma E_p^2 E_s^* e^{-i\Delta \beta z} 
\]

where \(\alpha\)'s denote the linear power loss per unit length for the respective frequency, and \(\gamma = \omega n_2 / c A_{\text{eff}}\) is the nonlinear parameter, with \(n_2 = 3\chi^{(3)}/8n_0\) the nonlinear index, and \(A_{\text{eff}}\) is the effective area to which the light beams are confined. The second terms in the last two equations represent XPM induced by the strong pump on the weak signal and idler beams. The final term mediates energy transfer between the pump and the signal and idler modes, and is responsible for parametric gain and amplification.

The efficiency of the power transfer is dependent on the linear phase-mismatch \(\Delta \beta = 2\beta_p - \beta_s - \beta_i\), as well as the overall phase-matching factor \(\kappa\) including the effects of SPM and XPM. Here \(\beta\) represents the propagation constant of each frequency mode, which is the effective index multiplied by the free-space wave vector (more on this in section 2.2.2 on waveguides). Following the treatment in Agrawal and several other references \[17–19\], the total phase mismatch is obtained as,

\[
\kappa = 2\gamma P_p - \Delta \beta 
\]

An essential point to be noted from this equation is that \(\Delta \beta\) must be positive to compensate for the XPM and SPM induced nonlinear phase shifts. Expanding \(\beta\) around the pump wavelength using its first and second derivatives \(\beta_1\) and \(\beta_2\):

\[
\beta(\omega) = \beta(\omega_p) + \beta_1(\omega_p)(\omega - \omega_p) + \frac{1}{2} \beta_2(\omega_p)(\omega - \omega_p)^2 + \ldots 
\]
and using the fact that the signal and idler are symmetric in frequency by energy
conservation arguments \((\omega_s - \omega_p = \omega_p - \omega_i)\), we can show that \(\Delta \beta \approx -\beta_2 \left(\omega_s - \omega_p\right)^2\). In other words, for \(\Delta \beta\) to be positive and the overall phase-mismatch \(\kappa\) to vanish, the second-order dispersion \(\beta_2\) has to be negative (anomalous) at the pump wavelength.

The requirement for anomalous group velocity dispersion \(\beta_2(\omega_p) < 0\) is among
the most important requirements for efficient FWM gain and parametric oscil-
lation, and serves as a guiding principle when designing the dimensions of the
waveguides. Note that Si3N4 devices with normal dispersion have been used for
the generation of FWM frequency combs, in some cases assisted by mode crossings
between the transverse spatial or polarization modes of a waveguide to attain lo-
cally narrowband anomalous dispersion \([22–28]\). In Sec. 2.2.2 we will see how the
requirement of anomalous dispersion is satisfied by engineering the geometry of
the waveguide, to counter the normal dispersion of bulk silicon nitride.

For degenerate FWM, the parametric gain coefficient per unit length can be
shown to be \([17, 21, 29, 30]\):

\[
g = \sqrt{(\gamma P_p)^2 - \kappa^2/4} = \sqrt{\gamma P_p \Delta \beta - (\Delta \beta)^2/4} \quad (2.18)
\]

The FWM gain is plotted for values of the nonlinear parameter \(\gamma\) typical for
silicon nitride in Fig. 2.3. A few points are worth mentioning here: (i) The
parametric gain coefficient increases with the pump power, (iii) Realistically large
gain coefficients are achievable over a broad bandwidth, which exceed the typical
propagation loss of silicon nitride waveguides (\(\sim 10\) dB per m or lower) (ii) One can
see that the peak of the FWM gain curve shifts away from the pump wavelength for
larger values of the pump power and for lower values of the anomalous dispersion.
These design parameters are critical for broadband frequency comb generation.
Figure 2.3: FWM gain and bandwidth for various pump powers \( (P) \) and dispersion coefficients \( (\beta_2) \) around the pump wavelength of 1550 nm, plotted using Eq. 2.18. The peak of the gain curve shifts away from the pump wavelength for higher values of pump power and for lower values of \( |\beta_2| \). \( \gamma = 1 \text{ W}^{-1} \text{ m}^{-1} \). Similarly, the range of wavelengths over which FWM gain persists increases with a decrease in \( |\beta_2| \) and an increase in pump power \( P_p \).

(Chapter 6) and for engineering the first oscillating mode in squeezing experiments (Chapter 3).

### 2.1.2 Optical parametric oscillation (OPO)

When the parametric gain coefficient exceeds the total loss in the medium, net amplification is observed. If a resonant feedback structure is build around the
parametric amplifier, optical parametric oscillation (OPO) can be attained, similar to the case of a laser cavity above threshold. However, in contrast to a laser, the oscillating beams possess manifestly quantum properties. Parametric oscillation was first observed by Giordmaine and Miller \cite{31} in a lithium niobate crystal. Since the pioneering experiments of Wu et al. \cite{298} in the mid-1980s, OPOs have become indispensable for quantum optics \cite{32,34}.

For silicon nitride waveguides, a microring resonator provides an ideal way of implementing this feedback cavity, and also enhances the light intensity in the waveguide by two to three orders of magnitude. In the triply resonant case of parametric oscillation described here, a strong pump beam generates light at two new frequencies – the signal and idler frequencies – by amplifying vacuum fluctuations at these modes. Matsko et al. \cite{35,36} have calculated a threshold of oscillation that depends on the cavity mode volume $V$, the refractive index of the cavity medium $n$ and the loaded $Q_L$ and coupling $Q_c$ quality factors according to the formula,

$$P_{th} \approx 1.54 \frac{\pi Q_c}{2 Q_L n^2 \lambda_p Q_L^2} (2.19)$$

This expression assumes vanishing or very low anomalous dispersion, and equal quality factors for the three resonant modes participating in the oscillation. These are reasonably good approximations in the devices studied in our work. The higher the loaded quality factor of the cavities, the lower is the pump power needed for oscillation. A low pump power indicates a small frequency separation between the signal and pump modes, in accordance with Fig. 2.3.
2.2 Integrated photonics

Monolithically integrated optical devices use planar fabrication techniques to make rectangular waveguides and resonators for guiding light. Post-fabrication tuning of waveguide properties is achieved using thermal or electrical means. In this section, we introduce silicon nitride waveguides and resonators integrated with platinum microheaters for thermal tuning.

2.2.1 Silicon nitride for nonlinear photonics

Silicon nitride ($\text{Si}_3\text{N}_4$) is our material of choice for integrated photonics at telecommunications wavelengths (around 1550 nm) due to several factors.

First, it has a moderately high refractive index of 2, which makes it much better at guiding light than silica ($\sim n = 1.5$). The index is less than that of semiconductors such as silicon, germanium and III-V materials, but linear and nonlinear losses are much larger in these semiconductors. The effective area of modes in a $\text{Si}_3\text{N}_4$ waveguides is significantly smaller than that of optical fibers by 1-2 orders of magnitude, depending on the waveguide dimensions, which is again made possible by the higher index.

Second, $\text{Si}_3\text{N}_4$ has a broad transparency window that spans most of the visible and the entire near-infrared wavelength range ($\sim 0.4 – 3 \, \mu\text{m}$). This property is beneficial for broadband comb generation, spectroscopy and frequency agility.

Third, and very importantly, it is compatible with complementary metal-oxide-semiconductor (CMOS) technology, enabling massively parallel fabrication and economical production of devices leveraging the already existing infrastructure.
of silicon-based microelectronics. $\text{Si}_3\text{N}_4$ is used as a diffusion barrier in CMOS fabrication lines, and as a passivation layer for microchips. Hence, it is an integral part of CMOS foundries. We use low-pressure chemical vapor deposition (LPCVD) techniques to grow films for the waveguiding layer.

Fourth, $\text{Si}_3\text{N}_4$ has not been reported to show Raman or Brillouin scattering, unlike silica and silicon. These processes are non-parametric, leading to deleterious effects on quantum noise measurements. In fact, guided acoustic wave Brillouin scattering (GAWBS) \textsuperscript{37,40} and Raman noise \textsuperscript{41,44} have limited the degree of squeezing observable in silica fibers. Indirect evidence has been reported of the effect of Raman frequency shifts on $\text{Si}_3\text{N}_4$ frequency combs \textsuperscript{45,46}, but further studies are required to ascertain the presence or absence of Raman scattering in $\text{Si}_3\text{N}_4$ at telecommunication wavelengths.

Furthermore, for nonlinear photonics, silicon nitride waveguides are ideal due to the high nonlinear index of $\text{Si}_3\text{N}_4$ ($n_2 = 2 \times 10^{-19}$ m$^2$ W$^{-1}$), and due to the ability to tailor the dispersion of the waveguide mode by engineering the geometry of the waveguide. Its nonlinearity is about ten times lower than that of silicon and ten times higher than silicon dioxide.

All these reasons have made $\text{Si}_3\text{N}_4$ the dominant material for nonlinear photonics at telecommunication wavelengths. In fact, when the field of FWM-based Kerr frequency combs began 10 years ago in microresonators \textsuperscript{47}, several material platforms were explored \textsuperscript{53,54}, as summarized quantitatively in the table in Appendix A and illustrated in Fig. 2.4. Today, $\text{Si}_3\text{N}_4$ has been adopted by most research groups in favor of other material platforms (see recent work from the groups of Kippenberg \textsuperscript{55,59}, Weiner & Qi \textsuperscript{23,25,60,62}, Diddams \textsuperscript{63}, Wong \textsuperscript{26,64,66}. From an experimental standpoint, the ease of fabrication and
Figure 2.4: Microresonator platforms for nonlinear optics, especially with respect to frequency comb generation. All of these are planar and waveguide coupled, except for silica microtoroids and crystalline resonators. Images adapted from [36, 47–52]

the broad optical span that have been demonstrated are major drivers for Si$_3$N$_4$ nonlinear optics.

2.2.2 High-confinement waveguides

A waveguide consists of a central region called the core, made of a higher refractive index material, surrounded by a lower index cladding. We choose silicon nitride as the waveguide core material and silicon dioxide (or silica) as the cladding. Light is guided in the core region by total internal reflection at the core-cladding interface.

In the wave picture, one can write down Maxwell’s wave equation \[ 2.7 \] in the linear regime with the assumption that \( \vec{P} = \epsilon_0 \chi^{(1)} \vec{E} \) and \( \epsilon_r = 1 + \chi^{(1)} = n^2 \),

\[
\nabla^2 \vec{E}(\vec{r}, \omega) = \frac{n^2(\omega)}{c^2} \omega^2 \vec{E}(\vec{r}, \omega)
\]  

(2.20)

where we have used plane wave solutions as the ansatz. On imposing the boundary
conditions for the electric and magnetic fields into the above equation, discrete
eigensolutions can be found for the fields, with eigenvalues for the effective index
corresponding to different guided modes of the waveguide \cite{67}. The propagation
constant for the modes are defined by

$$\beta(\omega) = \omega n_{\text{eff}}(\omega)/c$$ \hspace{1cm} (2.21)$$

The effective index of the fundamental mode is the highest. Successively higher
order transverse modes have lower indices, approaching the cladding.

Silicon nitride waveguides confine light to small mode areas, of the order of a
square micron or lower. The intensity of a light beam is related to the power ($P$)
and effective area ($A_{\text{eff}}$) by the simple relation,

$$I = \frac{P}{A_{\text{eff}}}$$ \hspace{1cm} (2.22)$$

where the effective modal area for a single mode of the FWM nonlinear interactions
we will be dealing with is defined by \cite{29},

$$A_{\text{eff}}^{-1} = \frac{\int |E|^4 dA}{(\int |E|^2 dA)^2}$$ \hspace{1cm} (2.23)$$

While single mode waveguides are preferred for most linear applications to
prevent intermodal crosstalk, nonlinear effects are often more efficient in multimode
waveguides due to the dimensions dictated by phase-matching requirements. We
use the commercial finite element modeling software, COMSOL Multiphysics, to
numerically solve for the eigenmodes of a waveguide and find their effective indices.
The refractive index for silicon nitride and for silicon dioxide as a function of
wavelength are provided to the model in the form of Sellmeier equations. This
allows us to incorporate material dispersion effects \cite{68, 69}.

$$n_{Si_3N_4}^2 = 1 + \frac{3.0249 \lambda^2}{\lambda^2 - 135.3406^2} + \frac{40341 \lambda^2}{\lambda^2 - 1239842^2}$$ \hspace{1cm} (2.24)$$
where \( \lambda \) is the wavelength in nanometers.

The waveguides used in this dissertation have widths around 1300 – 1500 nm and heights of either 730 nm or 950 nm. The 950 nm high waveguides have a higher anomalous group velocity dispersion (GVD) than the 730 nm waveguides, resulting in more narrowband comb generation. A representative plot of the GVD is shown in Fig. 2.5. We see that the dispersion is anomalous, despite the fact that the bulk dispersion of Si₃N₄ is strongly normal at these wavelengths. These dimensions correspond to high-confinement geometries [70, 71], since the electric field intensity is predominantly localized in the silicon nitride core. This is in contrast to weakly guiding systems such as optical fibers and thin photonic waveguides that have been previously demonstrated to achieve low loss [72–76].
2.2.3 High quality factor resonators

High-confinement waveguides localize light in the transverse direction to a small effective area and increase the intensity of the guided wave; however, for nonlinear optics, even higher intensities are needed. To achieve this, one can either localize light temporally using pulses, or in the longitudinal spatial direction using cavities. We choose the latter approach as it is more suited for generating frequency combs. The ultra-low losses achievable through improved fabrication techniques have pushed the frontiers in terms of the quality factor [71, 77, 78].

An optical cavity consists of a defined trajectory that light re-traces multiple times. Each single pass through the cavity is called a roundtrip. When an integer number of wavelengths that fits in one roundtrip of the cavity, constructive interference occurs and light gets resonantly enhanced within the cavity. Cavities can be implemented in various configurations. A few common ones include the standing wave Fabry-Perot cavities and photonic crystal cavities, and the traveling wave ring cavities made of three or more mirrors. Although these macroscopic cavities have been shown to have very high quality factors and finesse, their large mode volume limits the efficiency of nonlinear processes. Nevertheless, the first OPO was demonstrated in such a macroscopic cavity [31]. Moving to the microscopic realm, optical microcavities have been realized as whispering gallery mode configurations such as microtoroids [79], microspheres [80, 81] or crystalline rod resonators [48, 82, 83], in microdisks [84] and in waveguide-based geometries such as microrings.

A microring resonator comprises a waveguide bent and folded onto itself to form a closed circular optical path, and coupled to a bus waveguide [Fig. 2.6]. Constructive interference occurs when the phase acquired by the light in one roundtrip
around the circumference, $\beta \times L$, is an integral multiple of $2\pi$:

$$\beta L = 2m\pi, \ m \in \mathbb{Z} \quad (2.25)$$

For a circular ring resonator, $L = 2\pi r$, where $r$ is the radius of the ring. To fit a ring within one field of the electron beam lithography tool, we sometimes use a non-circular geometry, (see Fig. 3.2). Since $\beta = \omega n_{\text{eff}}(\omega)/c = 2\pi n_{\text{eff}}/\lambda$, this is equivalent to the condition

$$Ln_{\text{eff}} = m\lambda_m \quad (2.26)$$

i.e., the optical path length is an integral multiple of the wavelength. Resonance frequencies are related to the wavelength by $f_m = c/\lambda_m$. On resonance, the light transmitted through the bus waveguide shows a dip as the input light destructively interferes with the resonant light leaking through the coupling region out of the

Figure 2.6: (a) A ring resonator coupled to a bus waveguide (b) An image captured by a CCD camera and an imaging column showing near-infrared light glowing in the microring.
Figure 2.7: Simulated transmission spectrum of a ring resonator. The zoom-in shows an expanded view of a single resonance. The free-spectral range (FSR) and the full-width at half maximum (FWHM) are marked. Parameters used correspond to a Si$_3$N$_4$ ring with a radius of 20 µm, a propagation loss of 2 dB/cm, an intrinsic Q $\approx 1.8 \times 10^5$ and a loaded Q of $1.7 \times 10^4$.

cavity, as can be seen in a typical simulated transmission spectrum shown in Fig. 2.7. The spacing between adjacent resonance frequencies belonging to longitudinal modes $m$ and $m+1$ can be derived from this expression to be,

$$\Delta f_{FSR,m} = \frac{c}{n_g(\lambda_m)L}$$

(2.27)

and is called the free-spectral range (FSR) of the resonator. Here $n_g = n_{eff} - \lambda dn_{eff}/d\lambda$ is the group index. The group index is related to the first order dispersion by the relation $\beta_1 = d\beta/d\omega = 1/v_g = n_g/c$. It represents the speed at which information is carried by a pulse, or in other words, the speed at which the envelope of a wave packet travels. In free space, light always travels at $c$, but in a waveguide made of a certain material, this speed is reduced, and the effective speed is dependent on the wavelength, captured by the group velocity $v_g$. The FSR
changes with wavelength (or frequency), and this change is related to the second order dispersion $\beta_2 = d^2 \beta/d\omega^2$ through the following relation [35]:

$$\Delta^2 f_{\text{FSR}} = (f_{m+1} - f_m) - (f_m - f_{m-1})$$  \hspace{1cm} (2.28)

$$= \Delta f_{\text{FSR},m+1} - f_{\text{FSR},m+1}$$  \hspace{1cm} (2.29)

$$\approx -\frac{2\pi \beta_2}{L^2 \beta_1^3}$$  \hspace{1cm} (2.30)

A microresonator’s quality factor is defined as the ratio of the energy stored in it on resonance $\mathcal{E}$ to the energy lost per cycle, normalized by the angular resonance frequency $\omega_m = 2\pi f_m$:

$$Q = \frac{\omega_m \mathcal{E}}{-d\mathcal{E}/dt}$$  \hspace{1cm} (2.31)

When the quality factor is not too low ($> 10$), this expression can be put in a more experimentally accessible form:

$$Q = \frac{f_m}{\Delta f_{\text{FWHM}}} = \frac{\lambda_m}{\Delta \lambda_{\text{FWHM}}}.$$  \hspace{1cm} (2.32)

Here $\Delta f_{\text{FWHM}}$ and $\Delta \lambda_{\text{FWHM}}$ refer to the full-width at half-maximum for the resonator in the frequency and wavelength axis. The quality factor defined above and measured in experiments is called the loaded $Q$, $Q_L$ – it has all the loss mechanisms included, and is determined by the measured FWHM linewidth when the ring is “loaded” by waveguide coupled to it. For an isolated ring (when the waveguide is infinitely far away), the most common mechanisms of loss are scattering and absorption losses in the ring, which together contribute to the intrinsic quality factor $Q_i$. In a loaded ring, there is an additional portion of light that is lost through the coupling region, and this is called the coupling $Q$, $Q_c$. The various quality factors are related by the expression [21, 85, 86],

$$\frac{1}{Q_L} = \frac{1}{Q_i} + \frac{1}{Q_c}.$$  \hspace{1cm} (2.33)
The coupled $Q$ can be theoretically calculated or numerically simulated (in e.g. FIMM-wave) and is exponentially related to the coupling gap between the ring and the bus waveguide. At critical coupling [85], the loss from coupling exactly matches the intrinsic losses within the ring, and we get perfection extinction of the transmitted light on resonance ($T_{\text{min}} = 0$). If the coupling loss is higher (lower) than the intrinsic loss, the ring is said to be overcoupled (undercoupled), and the on-resonance (normalized) transmission minimum $T_{\text{min}}$ is between 0 and 1. It can be shown that $Q_c$ and $Q_L$ are related to the minimum transmission by,

$$Q_c = \frac{2Q_L}{1 \pm \sqrt{T_{\text{min}}}} \quad (2.34)$$

where the + and - signs corresponds to over- and under-coupled regimes respectively. From these expressions, one can calculate the escape efficiency, which tells us how much light is usefully extracted from the ring instead of being sacrificed to intrinsic losses within the ring:

$$\eta_c = \frac{Q_L}{Q_c} = \frac{1 \pm \sqrt{T_{\text{min}}}}{2} \quad (2.35)$$

The escape efficiency $\eta_c$ will be the limiting factor determining the theoretically achievable maximum squeezing level ($S_{\text{max}} = 1 - \eta_c$) in Chapters 3 and 4. For a plot of the escape efficiency, see Fig. 4.6.

The intrinsic $Q$ also provides us a very sensitive method of estimating propagation loss within the waveguide through the relation,

$$Q_i = \frac{2\pi n g}{\lambda \alpha} \quad (2.36)$$

where $\alpha$ is the per unit propagation loss. During the early part of this dissertation work, the highest achievable intrinsic quality factors in $\text{Si}_3\text{N}_4$ were $7 \times 10^6$ [71], yielding a propagation loss of 4.2 dB/m. Improvements in fabrication techniques have recently increased $Q_i$ to $3.7 \times 10^7$ in high-confinement ring resonators and $6.7 \times$
in wide-cross-section rings (10 µm), corresponding to ultra-low propagation losses of 0.8 dB/m \[77\].

### 2.2.4 Integrated microheaters

A major development during the course of this dissertation has been the incorporation of integrated platinum microheaters in the vicinity of the Si₃N₄ microrings, which enables us to tune the resonance wavelengths of the ring via the thermo-optic effect. Here we expand on the need for such tunability, and characterize the microheaters.

A mechanism of tuning the resonance frequencies of any cavity is desirable when the driving light beam does not have a tunable frequency. Non-tunable lasers, such as fiber lasers and planar-lightwave-circuit based lasers have narrower linewidths and lower noise that their tunable counterparts. Even if the laser is tunable, it is often convenient to have an extra control knob for aligning the frequencies of multiple independent microrings, as we will see in Chapters 4 and 6. In macroscopic cavities, tunability is typically achieved by attaching a piezoelectric transducer to one of the mirrors to change the length of the cavity (Chapter 5, Sec. 5.2).

In integrated microresonators, the possibility of physically changing the length of the cavity is not feasible. Fortunately, the thermo-optic effect dictates that the effective index of the resonator can be varied by changing its temperature, and from Eq. 2.26, this would change the resonance wavelength \(\lambda_m\) by affecting the optical path length. One can put the chip on a Peltier element connected to a current source or a thermoelectric controller (TEC) to change the temperature, but this is cumbersome and slow because the heating and cooling affects the entire chip.
- the large heat capacity and long diffusion timescales of the heating mechanism restrict the precision of temperature control.

Microheaters, on the other hand, provide highly localized heat flow and reduced thermal cross-talk \cite{87}, enabling temperature control on the tens-of-microsecond timescales. Platinum is chosen as the material because it can withstand high temperatures without melting, and good quality of this metal can be sputtered on to the oxide cladding after the rings have been fabricated. It also provides satisfactory electrical contacts to the tungsten probe tips used to drive the heaters.

To minimize optical loss induced by the metallic platinum layer on the waveguide mode, a 2 $\mu$m SiO$_2$ cladding is used between the Si$_3$N$_4$ layer and the platinum layer. The heaters are about 100 nm thick and 3–6 $\mu$m wide. They have a resistance varying from 50–300 $\Omega$. This enables significant power transfer to the heaters using modest voltage drives. For very small resonators, the heaters can be wound multiple times around the circumference of the ring to attain reasonable resistance values without reducing their width below what is reliably possible using contact photolithography [see Appendix B]. We apply voltages to the heaters through a DC supply or a Keithley source monitoring unit, depending on the precision required. Arbitrary waveform generators are also used for continuous dynamic tunability, as will be seen in Chapter 6.

The resonance frequency shift of the microrings is calibrated to be 1 –1.25 GHz per mW of electrical power applied to the heaters [Fig. 2.8]. For this measurement, we use a tunable laser and a DC power supply. We first note the frequency of the tunable laser when the ring is on resonance and no power is applied. Next, we apply increasing amounts of electrical power to the heaters and observe the change in the laser frequency needed to return to the same power. A linear fit provides
the required conversion between frequency and electrical power. A wavemeter (Advantest Q8326) with an accuracy of 0.1 pm is used to accurately verify the laser wavelength during this calibration. A subtle point to be noted here is that the heat changes the FSR of the rings and not directly the resonance positions. For large values of the longitudinal mode number $m$, a linear shift of the resonance frequencies with heater power turns out to be a good approximation. The slope of the curve is negative because both silicon dioxide and silicon nitride have a positive thermo-optic coefficient. Hence, an increase in heater power causes an increase in resonance wavelength [Eq. 2.26], which corresponds to a decrease in frequency.

Next, we measured the response time of the heaters by applying a 4 mV peak-to-peak square wave voltage and monitoring the transmitted power through the bus waveguide as shown in Fig. 2.9. We infer rise and fall times of 24 and 22 µs respectively from the exponential fits to the rising and falling edges of the transmitted optical power. The amplitude of the square wave voltage should be much smaller than the voltage required to tune across a ring resonance, to achieve
Figure 2.9: Measurement of heater response speed. A 4 mV peak-to-peak square wave modulation is applied to the heater on a microring at a low optical power. The DC offset of the applied voltage is tuned to bias the ring one side of the resonance. An exponential fit to the optical transmitted power provides a rise time of 24 µs and a fall time of 22 µs.

A linear transduction of the voltage to the transmitted optical power and mitigate the effects of the nonlinearity of the Lorentzian response on the exponential fit. For good signal-to-noise ratio, the ring is operated near the maximum slope of the Lorentzian response for these measurements of the heater speed. Additionally, the power coupled to the bus waveguide is kept low (\(\sim 70 \mu W\)) to avoid thermal shift of the resonance. The 3 dB bandwidth of the heater response is 7 kHz, but the heaters can be operated at much higher speeds, albeit at lower tuning efficiency.

In later chapters we will see that the integrated microheaters are essential for dual frequency comb generation from a single pump laser, and for tuning the degree of squeezing in coupled microrings.
Figure 2.10: Schematic of a basic coupling setup for characterizing nonlinear microresonators. The description in the text is more exhaustive, and some components such as the polarization paddles, the polarizing filter, the imaging column and the translational stages have been omitted for clarity.

2.3 Basic experimental setup

Here we provide a brief overview of the basic components common to most experiments. We will describe detailed experimental setups as and when required in each of the following chapters.

The nonlinear microresonators are excited by continuous wave laser light around 1550 nm, after being amplified and filtered appropriately with an erbium doped fiber amplifier (EDFA) and a bandpass filter. This laser, which acts as the pump, is sent through polarization paddles and into a 2.5 µm-spot-size lensed fiber (OzOptics). For our experiments, we mounted the lensed fiber on a three-axis stage (Newport) with differential micrometers for coarse alignment to the on-chip waveguide. A three-axis piezoelectric actuator cube was also used for fine control of the position of the fiber. The chip is kept on a one-axis translational stage and a three-axis rotational mount. The output was collected with an aspheric lens (40×) to reduce collection losses, but a lensed fiber could also be used in principle. The characterization setup after the chip is highly dependent on the measurement to be performed. Required fractions of the output beam are sent to an optical
spectrum analyzer (OSA) and to a power meter to observe the onset of parametric oscillation and for alignment purposes, respectively. Only a small portion of the lensed fiber(s) should be freely hanging, to alleviate instabilities at high pump powers caused by cantilever motion of the fibers. A polarizing filter is used after the output lens to optimize to the transverse-electric mode for our experiments. Vertically above the chip, an imaging column mounted on a two-axis translational stage is also used. A 10× or 20× long working distance objective [Fig. 2.11], combined with a gooseneck fiber illumination from an incandescent lamp source, help to magnify the waveguides and microrings on the chip for alignment purposes. The imaging is preferably done with a Merlin/Indigo near-infrared CCD (charge coupled device) camera, and uses InGaAs pixels for detecting light. Alternately, a visible CMOS camera was also used in conjunction with a fiber coupled red laser beam for initial alignment. The fiber was switched to the 1550 nm band laser after visible alignment.

To isolate the coupling setup from air currents in the laboratory, a custom-shaped box made of acrylic was built. The entire setup was placed on floating optical tables to minimize the effect of mechanical vibrations affecting the experiments.
Figure 2.11: Image of the coupling setup showing the fiber holder, the electrical probes for microheaters, the output collection lens and the polarizer. The fiber, the probes and the chip are all mounted on translational stages, as is the objective for the imaging column. The bottom panel shows an expanded view of the chip (black) on copper tape, the input fiber, the collecting lens and the probes.
CHAPTER 3
ON-CHIP OPTICAL SQUEEZING

This chapter explores the generation of quantum states of light, specifically, squeezed light, using the nonlinear microresonators introduced in the previous chapter. Our aim is to develop a compact, robust and scalable source of broadband squeezed light integrated on a silicon-based chip.

3.1 What are squeezed states?

A squeezed state is a state of light in which the electric field’s noise at certain phases is reduced below the noise of the vacuum state, i.e. the noise when there is no light at all \[89\]. Although counterintuitive at first, squeezing is a direct manifestation of the quantum nature of light. In this section, we elucidate a simplified framework of squeezed light, and explain how nonlinearity is central to the generation of squeezed states.

A beam of light can be represented by its time-varying electromagnetic field. Even if we remove all classical or technical sources of noise that contribute to fluctuations in the field, this electromagnetic field still has noise due to quantum fluctuations, also called vacuum fluctuations or zero-point fluctuations. The minimum quantum noise allowed by Heisenberg’s uncertainty relation is attained for the vacuum field, and for a special class of states called coherent states \[90, 92\]. For example, the light emitted by a single mode low-noise laser far above threshold approximates a coherent state.

\[1\] Parts of this chapter have been published in Physical Review Applied \[88\].
Let us consider a field $E(z,t)$ with an angular frequency $\omega$ confined to a volume $V$, with quadrature amplitudes $X$ and $Y$,

$$E(z,t) = \sqrt{\frac{2\hbar \omega}{\epsilon_0 V}} [X \cos(\omega t - kz) + Y \sin(\omega t - kz)] \quad (3.1)$$

Here $X$ and $Y$ could represent the amplitude quadrature and the phase quadrature respectively. Quadratures are a convenient representation of the slowly varying envelope of signals with a fast time-varying oscillation, and are commonly used in radio frequency communication systems. $X$ and $Y$ are referred to as the in-phase (cosine) and quadrature (sine) components of the signal with a fast oscillation at frequency $\omega$. Whereas a field’s positive frequency and negative frequency components can be complex valued, the quadratures in classical signals are always real-valued, and hence can be measured directly through, for example, heterodyne detection by mixing with a local oscillator.

When the field is quantized, the quadrature amplitudes $X$ and $Y$ become non-commuting operators. They are related to the field annihilation operator $a$ by the relations:

$$X = a + a^\dagger, \quad Y = -i(a - a^\dagger) \quad (3.2)$$

with the commutator $[a, a^\dagger] = 1$ and consequently the following commutation relations for the quadrature operators:

$$[X, Y] = 2i \quad (3.3)$$

Again, the field operators $a$ and $a^\dagger$ are not Hermitian, and cannot be measured as physical quantities, but the Hermitian operators corresponding to the quadrature amplitudes can be measured through homodyne and heterodyne detection. Defining $\Delta X = \sqrt{\langle (X - \langle X \rangle)^2 \rangle}$, we directly arrive at the uncertainty relation for the root mean square fluctuations in two orthogonal quadratures,

$$\Delta X \Delta Y \geq \frac{1}{4} |[X, Y]|^2 = 1 \quad (3.4)$$
Figure 3.1: Coherent and squeezed states of the electromagnetic field. The blue phasors represent the mean value of the field. The red areas represent the noise ellipses around the mean value for coherent states (on left) and squeezed states (on right).

We can depict this minimum uncertainty product in the form of a noise ellipse as shown in Fig. 3.1. The blue arrows in the figure indicate the mean value of the field. The red noise ellipses represent the fluctuations about the mean value arising due to quantum noise. The area of the noise ellipse, which is equivalent to the product of the rms fluctuations in the X and Y quadratures, cannot be reduced below that dictated by the uncertainty relation. For coherent states of light, the fluctuations in all quadratures are equal and the noise ellipse takes the form of a circle (left panel of Fig. 3.1). The fluctuations in a coherent state define what is called the shot noise level. The shot noise level will be an important calibration for the experiments described in this work, as it sets the lower bound on the minimum fundamental noise level achievable classically, independent of the source. Noise
levels below the shot noise level for a particular optical power indicate quantum noise reduction and squeezing.

While the area of the noise ellipse cannot be reduced, one can reduce the fluctuations in one quadrature, say, the amplitude quadrature, $X$, at the expense of increasing the fluctuations in the orthogonal phase quadrature, $Y$. Such a state of light is called a squeezed state of light. A brief accessible review and introduction to squeezed light can be found in Ref. [89].

An alternative semiclassical way to understand the shot noise level, and the difference between coherent and squeezed states of light, is to imagine the light beam as a stream of propagating photons. For a coherent state or a laserlike beam, the time of arrival of successive photons is completely uncorrelated because the photons are noninteracting bosons. As is typical in such a discrete memoryless system, the distribution of photon number in a given time window follows Poisson statistics, i.e. the variance of the photon number is equal to the mean photon number. Thus, the fluctuations in the amplitude (which are related to the photon number variance) originate from the randomness in the time of arrival of photons. Squeezing involves a redistribution of the photon number distribution such that an amplitude squeezed state would have a more orderly arrangement of the time of arrival of photons than a coherent state. This introduces correlations between the photons which turn out to be quantum mechanical correlations. Since amplitude and phase quadratures are conjugate observables, a reduction in the amplitude noise is concomitant with an increase in the noise of the phase quadrature, and vice-versa. Later we will see that squeezing is intimately related to an essential feature of quantum mechanics, entanglement.

On a more mathematical note, following the treatment in Refs. [93] and [89], we
can define a coherent state with a mean photon number $|\alpha|^2$ using the displacement operator $D(\alpha)$ applied to the vacuum state:

$$|\alpha\rangle = D(\alpha)|0\rangle = \exp(\alpha a^\dagger - \alpha^* a)|0\rangle$$  \hspace{1cm} (3.5)

where $a$ is the annihilation operator for the mode of the electromagnetic field. By contrast, a squeezed coherent state can be defined using the squeezing operator $S(\epsilon)$ applied on the vacuum state:

$$S(\epsilon) = \exp(\epsilon a^2 - \epsilon^* a^\dagger^2)$$  \hspace{1cm} (3.6)

$$|\alpha,\epsilon\rangle = D(\alpha)S(\epsilon)|0\rangle$$  \hspace{1cm} (3.7)

A special case of this general squeezed coherent state is the squeezed vacuum, for which $\alpha = 0$.

A comprehensive experiment illustrating squeezed vacuum and light squeezed in different quadratures was reported by Breitenbach, Schiller and Mlynek [94].

Till now, we have been dealing with a single mode of the electromagnetic field. The kind of state defined by Eq. 3.7 are therefore called single-mode squeezed states. Squeezing, or quantum noise reduction, can also occur between two distinct modes of the field, e.g. two orthogonal polarization or frequency modes, labeled by corresponding annihilation operators $a$ and $b$. In such a case, the two-mode squeezing operator can be defined as [89]:

$$S_2(\xi) = \exp(\xi a b - \xi^* a^\dagger b^\dagger)$$  \hspace{1cm} (3.8)

Such states are not necessarily squeezed in their individual quadratures (e.g. $X_a$ and $X_b$), but exhibit squeezing in a sum or difference of quadratures (e.g. $X_a - X_b$).
Both Eq. 3.7 and 3.8 directly show that the squeezing operator involves the product of fields in the exponential. Linear evolution of light alone – such as mixing two beams on a beam splitter, propagation through a material or polarization rotation – does not produce such products of the fields in the exponential. The squeezing operator is manifestly nonlinear in its exponent. One could consider the evolution of a field in the interaction picture, under the influence of a nonlinear Hamiltonian,

\[ H_{\text{int}} = i\hbar \alpha (a^2 - a^{\dagger 2}) \] 

(3.9)

and show that the unitary evolution operator \( S = \exp(-iH_{\text{int}}t/\hbar) \) is of the same form as the single-mode squeezing operator in Eq. 3.7 if \( \epsilon = \alpha t \) (where we have assumed \( \alpha \) and \( \epsilon \) to be real for simplicity, without loss of generality). A similar argument can lead to an interaction Hamiltonian for the two-mode squeezing case:

\[ H_{2,\text{int}} = i\hbar \alpha' (ab - a^{\dagger}b^{\dagger}) \] 

(3.10)

One can go even further and write down the equations of motion for the \( X \) and \( Y \) quadrature operators to show that they evolve under the influence of the Hamiltonian in Eq. 3.9 in the following manner:

\[ X(t) = S^\dagger X(0)S = X(0) \exp(-\alpha t) \] 

(3.11)

\[ Y(t) = S^\dagger Y(0)S = Y(0) \exp(\alpha t) \] 

(3.12)

In other words, the \( X \) quadrature is deamplified and the \( Y \) quadrature is amplified. Which quadrature is amplified is determined by our choice of the phase of the complex number \( \epsilon = \alpha t \). Here we chose a real \( \epsilon \), resulting in the \( X \) quadrature being deamplified. An important consequence is that, not only the field, but also its fluctuations are deamplified for the \( X \) quadrature as a result of evolution under the
squeezing operator. If we start with a coherent or vacuum state, the fluctuations in \( X(0) \) correspond to zero-point fluctuations. In such a case, \( X(t) \) has reduced fluctuations below the shot-noise limit, i.e. the time evolution converts a minimum uncertainty coherent state into a squeezed state.

Next, we seek physical realizations of the interaction Hamiltonians discussed above. It turns out that nearly all parametric nonlinear processes can result in some degree of squeezing, as long as the Hamiltonian is at least quadratic in the creation and annihilation operators. The parametricity of the process is important because non-parametric processes (such as Raman scattering, two-photon absorption, etc.) cause non-unitary evolution due to their non-energy conserving nature (in the optical domain), which leads to increased noise or losses. In fact, the simplest nonlinearity in optics, the second-order nonlinearity, possesses a Hamiltonian that is of the form that we are seeking:

\[
H_{\text{PDC}} = i\hbar \chi_{\text{eff}} a_p a_s^\dagger a_i^\dagger - i\hbar \chi_{\text{eff}}^* a_p^\dagger a_s a_i. \tag{3.13}
\]

This represents the three-wave mixing process between the optical fields at the pump (p), signal (s) and idler (i) wavelengths, mediated by the second-order effective nonlinearity \( \chi_{\text{eff}} \). The frequencies of the three modes follow the energy conservation relation, \( \omega_p = \omega_s + \omega_i \). The first term corresponds to parametric down conversion and the second term corresponds to sum-frequency generation. Since photons are weakly interacting, the material nonlinearities are low enough that nonlinear effects become significant only when one of the optical fields is strong, either through cavity enhancement or pulsed operation. For a strong pump, we can replace \( a_p \) by its complex-valued mean field \( A_p \), and the Hamiltonian reduces to,

\[
H_{\text{PDC}} = i\hbar [\chi_{\text{eff}} A_p a_s^\dagger a_i^\dagger - \chi_{\text{eff}}^* A_p^* a_s a_i]. \tag{3.14}
\]
We can see that the above Hamiltonian is identical to Eq. 3.9 or Eq. 3.10 for \( \alpha = \chi_{\text{eff}} A_p \) depending on whether the signal and idler modes are degenerate (i.e. the same mode in all degrees of freedom) or non-degenerate (i.e. distinguishable in at least one degree of freedom).

Most solids, and all liquids and gases have a vanishing second-order nonlinearity because of inversion symmetry. A more ubiquitous nonlinearity in optics is the third-order nonlinearity, and the corresponding four-wave mixing Hamiltonian can be written as [95],

\[
H_{\text{int}} = -\frac{1}{2} \hbar g_0 \sum_{x,y,z,w} \delta(x - y + z - w) a_w^\dagger a_y^\dagger a_x a_z \tag{3.15}
\]

\[
\text{(3.16)}
\]

The Kronecker delta enforces energy conservation. In the above equations, \( g_0 = n_2 c \omega_{\text{pump}}^2 / n_0^2 V_{\text{eff}} \) quantifies the strength of the nonlinearity. The smaller the mode volume in which the field is confined, the higher this coefficient \( g_0 \). Restricting to the case of three fields again (degenerate pumping): pump (p), signal (s) and idler (i), with \( \omega_s + \omega_i = 2 \omega_p \), this Hamiltonian can be separated into self-phase modulation (SPM), cross-phase modulation (XPM) and four-wave mixing (FWM) terms.

\[
H_{\text{int}} = H_{\text{SPM}} + H_{\text{XPM}} + H_{\text{FWM}}, \tag{3.17}
\]

\[
H_{\text{SPM}} = -\frac{1}{2} \hbar g_0 \sum_{x=p,s,i} (a_x^\dagger)^2 (a_x)^2 \tag{3.18}
\]

\[
H_{\text{XPM}} = -2 \hbar g_0 \left[ a_p^\dagger a_p a_s^\dagger a_s + a_p^\dagger a_p a_i^\dagger a_i + a_s^\dagger a_s a_i^\dagger a_i \right] \tag{3.19}
\]

\[
H_{\text{FWM}} = -\hbar g_0 \left[ a_i^2 a_s a_i + a_p^2 a_s a_i^\dagger \right] \tag{3.20}
\]

Similar to the case of the second-order nonlinearity, the last term can produce two-mode squeezing (Eq. 3.10) when a strong pump \( a_p \rightarrow A_p \) is used. The generation of two mode squeezing using FWM interactions is the focus of this chapter.
3.2 Background and state-of-the-art

3.2.1 Generation of squeezed states

The quantum nature of light was investigated in many contexts in the second half of the twentieth century, among them being the spontaneous emission from atoms and its inhibition [96, 97], photon antibunching in resonance fluorescence, and squeezed light generation [98]. Motivated by the arguments of Carlton Caves regarding the limits to interferometric phase detection for gravitational wave observatories [99, 100], theoretical predictions for ways to generate squeezed light abounded in the 1970s and early 1980s [101–110]. However, it was not until the seminal experiments of Slusher et al. in 1985 that the race to observe squeezing for the first time was concluded [111]. They used sodium vapor in an optical cavity to generate squeezed vacuum by the process of resonant FWM. Recent years have seen rubidium supplant sodium as the primary alkali atom vapor for squeezed light generation [112–116]. It is worthwhile to note that the typical experiments in these systems involve a pump laser and a probe beam at a different wavelength seeding the atomic vapor. Our work elaborated later uses a single laser beam to pump the nonlinear FWM microresonator.

Following closely on the heels of the first demonstration, parametric down conversion was shown to generate significant levels of squeezing in the spring of 1986, both below threshold [32, 33], and later, above [34] the oscillation threshold of parametric amplifiers. Indeed, parametric down conversion has become the workhorse for realizing strong squeezing for the past three decades [117]. Increasing squeezing levels of 6 dB [118], 7 dB [119, 120], 9 dB [121], 10 dB [122], 12.3 dB [123], 12.7 dB [124] were gradually reported. The current record for the highest
degree of detected squeezing is 15 dB realized through improvements in the efficiency of detectors, homodyne visibility and low-loss optical setups. Second harmonic generation, the reverse of parametric down conversion, has also produced squeezed light, albeit limited in the degree of squeezing even in theory. A third way to generate squeezing has been through the third-order Kerr nonlinearity in optical fibers. Starting with the pioneering demonstration by Shelby et al. in 1986 at liquid helium temperatures, various configurations have been investigated to generate squeezed light, mostly at room temperature. These configurations include (i) the use of pulses in fiber interferometers to achieve large nonlinear phase shifts and consequent single-mode squeezing, (ii) The use of seeded nondegenerate FWM in fibers to generate two-mode squeezing ("twin beam"-type correlations), (iii) The use of polarization interferometers in a single fiber for squeezed light generation, (iv) The use of spectral filtering of solitons propagated through long fibers for photon-number squeezing. Symmetric interferometers, i.e. those with a 50:50 beam splitter at the input/output coupling ports, generate quadrature squeezed light, while asymmetric interferometers generate amplitude squeezed light or photon-number squeezed light. Guided acoustic-wave Brillouin scattering (GAWBS), which refers to the phase noise caused by the thermally-induced refractive index variations in the fiber, is a severe limitation to achieving high levels of squeezing using the Kerr nonlinearity. An excellent early review of quantum soliton pulses in optical fibers can be found in. Techniques have been developed to address GAWBS to increase the degree of detected squeezing in fibers. Raman scattering is also known to limit squeezing in fibers. As we will see later, Raman and Brillouin scattering noise has not been reported explicitly in
the strongly pumped regime till date in silicon nitride waveguides or resonators, as opposed to silica or silicon, making silicon nitride an attractive platform for generating squeezed light.

**Towards integrated sources of squeezed light**

The experiments mentioned above were all restricted to table-top bulk optical cavities or fibers. The push to miniaturize quantum sources of light on a chip has led researchers to explore integrated options to generate nonclassical states. Early work in this direction involved lithium niobate (LiNbO$_3$) waveguides [147, 148] or potassium titanyl phosphate (KTP) waveguides [149, 150]. However, these waveguides have relatively large dimensions: $\sim 5 - 10 \, \mu m$ due to the low core-cladding index contrast, making their widths comparable to the core diameter of optical fibers. For compact photonic circuitry, narrower widths are desirable. Due to the low index contrast, they cannot be used to make compact ring cavities (which require tight bends) on chip, thus requiring high peak-power pulses and long lengths to generate squeezing. The first microresonator-based source of squeezed light was reported by Fürst *et al.* They used a crystalline whispering-gallery mode disk resonator made of MgO doped LiNbO$_3$ to observe two-mode squeezing as well as single-mode intensity squeezing in parametric down conversion. The bandwidth of their squeezing was limited to 30 MHz due to the high loaded Q of the cavity. Additionally, LiNbO$_3$ and KTP waveguides are not CMOS compatible, making their integration with large scale, mature fabrication processes difficult. It should be noted that Safavi-Naeini *et al.* [151] have reported 0.2-dB squeezing of light using a silicon optomechanical resonator, which, although CMOS compatible and very interesting from a scientific perspective, is intrinsically restricted to a bandwidth of a few megahertz around the mechanical resonance and uses suspended structures
operating at low temperatures, making it less robust compared to sources based on all-optical nonlinearities.

Most previous integrated demonstrations have used the second-order nonlinearity. On the other hand, as early as in 1991 [152] and 1992 [153], the full analysis of nondegenerate FWM in cavities led to the prediction of two-mode squeezing between the signal and idler modes generated above threshold, akin to the case for the $\chi^{(2)}$ OPO [154]. In particular, the fluctuations in the intensity difference between the signal and idler fields was theoretically calculated to be squeezed below the shot-noise level, even when SPM and XPM were accounted for.

In our work we develop the first integrated FWM source of squeezing from an above threshold OPO, based on the third-order Kerr nonlinearity. We aim to produce broadband twin-beam squeezed light from an on-chip CMOS compatible silicon nitride ring resonator. Note that this is different from twin-beam squeezing based on seeded FWM such as in fibers or rubidium vapors.

### 3.2.2 Applications of squeezed states

Squeezed light is useful for two major classes of applications. The first class relates to the use of the reduced noise in certain quadratures for beating the classical limit or the shot-noise limit in sensing, spectroscopy or imaging schemes [155]. The second class of applications relates to the use of squeezing - and its first cousin, entanglement - as a quantum resource for continuous variable quantum information processing [14] [156].

*Quantum enhanced sensing and related technologies*
Squeezing implies quantum noise reduction below the vacuum fluctuations - the shot-noise limit. A lower noise floor in certain phases or quadratures translates to a higher signal-to-noise ratio for the same absolute signal power. This in turn reduces the minimum detectable signal. A few years after the first experimental observation of squeezed light, proof-of-principle applications were demonstrated in sub-shot-noise spectroscopy [118, 157, 158]. Multimode squeezed light can surpass the standard quantum limit for imaging [159, 160]. In keeping with the initial motivation, squeezed light has now been incorporated into the LIGO and the GEO600 gravitational wave detectors [161–163]. Squeezes states are useful for the absolute calibration of photodiode quantum efficiency [125, 164] and for magnetometry [165, 166]. In the past few years, nonclassical light has made forays into biological sensing [160, 167, 168], into displacement sensing of cantilever motion [169] and into phase estimation [170]. Clock synchronization is another application of squeezed light that has been suggested by Giovanetti et al. [171].

Quantum information processing

Squeezing is an essential resource for quantum information processing (QIP) in the continuous variable (CV) regime [156]. In CV QIP, information is encoded in the amplitude and phase quadratures of the electromagnetic field, which are observables with a continuous range of values. This is in contrast to discrete variable QIP, where information is encoded in the form of quantum bits or qubits, using systems that can take one of two states, or a superposition thereof (such as polarization, spin, and so on.) The benefits of CV QIP are: (i) it is deterministic/unconditional as opposed to single-photon QIP which is probabilistic due to sources, (ii) CV quantum states can be produced at room temperature using standard nonlinear materials and modest laser powers, (iii) it can be detected at room
temperature using high quantum efficiency p-i-n photodiodes. On the other hand, single photon QIP is difficult due to the weak optical nonlinearity in most materials, which leads to a weak interaction of two single photons. The drawbacks of CV QIP are mainly the lack of well-developed error correction and fault tolerance algorithms, and the fragility of squeezed states to losses. Menicucci has presented a fault-tolerance threshold of 20 dB squeezing \[172\]. Better codes are expected to reduce this value to what is feasible with current technology (\(\sim 15 \text{ dB}\)). Deterministic entanglement \[173\–183\] and unconditional quantum teleportation \[184\–185\] are enabled by mixing two squeezed states on a beam splitter. A long-term holy grail of the field is to realize a universal quantum computer in the CV regime. However, Gaussian states (such as squeezed and coherent states) combined with linear operations and quadratic nonlinearities are not enough to realize a universal quantum computer \[186\], and at least one non-Gaussian operation is required. The past decade has seen the rise of the one-way model of CV quantum computing, which works by performing measurements on an initial highly entangled multimode state called a “cluster state” \[187\–188\]. Experiments in the groups of A. Furusawa \[189\], C. Fabre and N. Treps \[190\–191\] and O. Pfister \[192\] have shown promising developments in this direction, bringing a universal quantum computer closer. These protocols could in principle be realized on a chip-scale using the platform we are introducing.
3.3 Silicon nitride microring OPO for squeezing: Design and methodology

Our approach to generate broadband squeezing utilizes silicon nitride microring resonators operated as a triply resonant optical parametric oscillator (OPO) above threshold. As explained in Chapter 2 Sections 2.1.1 and 2.1.2 this process of degenerate-pump FWM involves the annihilation of two pump photons to produce a signal photon and an idler photon simultaneously in pairs, as shown in Fig. 3.2.

Many efforts have been directed at the development of on-chip single-photon light sources using CMOS compatible materials such as silicon, silica and silicon nitride [193, 194] and other platforms [195, 196]; at the development of detectors [197], and logic gates [14]. The development of brighter nonclassical light sources, such as squeezed light sources [89], on CMOS-compatible platforms has been lagging behind.

Silicon suffers from two-photon absorption and free-carrier absorption at telecommunications wavelengths (1550 nm), which inhibits parametric oscillation [198] and induces additional loss channels, which are detrimental to squeezing. Silicon dioxide, on the other hand, does not suffer from these issues due to its large bandgap. However, silicon dioxide has a broad Brillouin and Raman gain window [199–202], which is probably the primary reason why the observation of squeezing has been obscured in silica microresonators, even though these microresonators have achieved ultra-high quality factors [79, 203] and have generated frequency combs [47, 204, 206]. As we mentioned in Section 3.2.1 Raman and Brillouin scattering have historically limited the degree of observable squeezing in fibers, and a similar effect is expected for silica microresonators.
Figure 3.2: (a) Schematic of the generation of intensity correlated signal and idler beams via four wave mixing in the on-chip microring optical parametric oscillator (OPO). (b) Top: Optical spectrum analyzer scan of the light coupled out of the chip, at a pump power just above the parametric oscillation threshold. The Si$_3$N$_4$ ring is pumped at 1549.6 nm, generating signal and idler modes at 1540.2 nm and 1559.2 nm, respectively, which are 15 cavity modes away from the pump wavelength, as can be seen in the bottom figure. Bottom: Transmission spectrum of the ring for transverse electric (TE) polarization.
Figure 3.3: Group velocity dispersion of the 820 $\times$ 1700 nm waveguide used for the experiments in this chapter

Silicon nitride, as discussed in Chapter 2, is an ideal nonlinear platform for photonics in the telecom wavelength range because of the absence of broad Raman and Brillouin gain peaks. Our devices have a bus waveguide length of 1.5 mm and a ring circumference of 1.8 mm, corresponding to a free spectral range (FSR) of 80 GHz. In order to obtain FWM gain and optical parametric oscillation, the dispersion is engineered to be anomalous at the pump wavelength (see Fig. 3.3) to compensate for the Kerr nonlinear phase shift due to the pump [207, 208]. We design the ring waveguide cross section to be 820 nm high and 1700 nm wide, resulting in a slightly anomalous group velocity dispersion at the pump wavelength of 1549.6 nm.

From Eq. 3.20, one can derive the coupled amplitude equations for the fields in the microring to be [95],

$$\dot{a}_t = -\kappa a_t + i \left[ \Delta - \frac{1}{2} \xi^2 l^2 \right] a_t + \delta_{t,\text{pump}} \sqrt{2\kappa_c} A_{\text{in}}$$
$$+ ig_0 \sum_{m,n,p} \delta(m - n + p - l) \hat{a}_n^\dagger \hat{a}_m \hat{a}_p$$
$$+ \sqrt{2\kappa_c} \hat{V}_{c,t} + \sqrt{2\kappa_i} \hat{V}_{i,t} \tag{3.21}$$
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In deriving this system of Heisenberg-Langevin equations, we have introduced losses through terms of the form \((-\kappa_{c,i}a_l + \sqrt{2\kappa_{c,i}}V_{c,i})\), where \(c\) and \(i\) refer to the coupling loss channel and the intrinsic loss channel respectively. We can obtain the steady state classical solution for the mean fields by setting mean value of the vacuum fluctuations entering through the loss channels to be zero, and ignoring the time derivatives on the left hand side. This results in the pump power threshold for parametric oscillation Eq. 2.19. Next, we write down the equations for the output field at mode \(l\), which are related to the input fields by the relation,

\[
\hat{A}_{\text{out},l} = \sqrt{2\kappa_c} \hat{a}_l - A_{\text{in}} \delta_{l,\text{pump}} - \hat{V}_{c,l}.
\] (3.22)

In order to obtain significant squeezing, the cavity output coupling losses \(\kappa_c\) must be a large fraction of the overall losses. Relatively large losses are also desired for a large cavity bandwidth. On the other hand, a low pump power threshold is desirable, since it avoids detrimental thermal effects and also minimizes the influence of technical noise from the pump laser. The squeezing factor depends on the ratio between the internal ring losses, given by the ring’s intrinsic quality factor \(Q_i\), and the coupling coefficient between the bus waveguide and the ring resonator, determined by the loaded quality factor \(Q_L\). The smaller the ratio of these losses, the better the squeezing obtained. Other important experimental parameters to achieve a significant, detectable twin-beam squeezing are (i) Nearly equal power in the signal and idler modes, which is possible if the quality factors of the resonances and the coupling loss out of the chip at the signal and idler frequencies are equal, (ii) a separation of 10-40 nm between the pump and the signal/idler modes, so that the grating and the balanced detectors have similar efficiencies, (iii) A low parametric oscillation threshold \(<\) few tens of mW. Any residual imbalance in the signal and idler beam power can be equalized using a variable optical attenuator on one of the beams. In experiment, we adjust the
power on the beams slightly till the twin beam intensity noise is minimized. Note that this only works if the imbalance is rather small (< 20%), as larger attenuation of either beam would reduce the amount of squeezing detected. From Eq. 3.22 the squeezing factor of the intensity difference between the signal and idler fields, relative to the shot noise level, can be shown to be \[S(\Omega) = 1 - \frac{\eta_c \eta_d}{1 + \Omega^2 \tau_c^2}\] (3.23)

where \(\Omega\) is the sideband frequency, \(\tau_c\) is the cavity photon lifetime, \(\eta_d\) is the detection efficiency and \(\eta_c = 1 - Q_L/Q_i\) is the ratio of the coupling losses to the total losses.

The simultaneous requirement of large coupling losses and low threshold is a challenge, since the threshold is inversely proportional to the product of \(Q_i\) and \(Q_L\). We can meet these requirements by designing a ring with a very large \(Q_i\), larger than 2 million, and operating in the highly overcoupled regime. The high intrinsic \(Q\) enables the generation of the beams with a low pump power threshold of around 90 mW despite operating in this overcoupled regime. The corresponding intracavity power is estimated to be 7 W, which is an order of magnitude lower than the intracavity pump oscillation threshold of 65 W in Ref. [210]. The loaded \(Q\) (200,000) is designed to be much lower than the intrinsic \(Q\) (\(Q_i \approx 2\) million), facilitating a broad cavity linewidth of the order of 1 GHz. This is tantamount to a squeezing bandwidth of \(\sim 1\) GHz.

The key to the realization of on-chip optical squeezing is the engineering of the dispersion and quality factors of the longitudinal modes of the microring resonator, to generate the twin beams at two well distinguished frequencies with low threshold pump powers. In contrast to many tabletop squeezing experiments, where the twin beams can usually be separated spatially based on their different polarizations, in
our platform the beams are co-propagating in the same output waveguide with equal polarizations, and therefore in order to be distinguishable, the beams are required to have well separated frequencies. A delicate interplay between the group velocity dispersion and the quality factor of the ring, which together shape the FWM gain curve around the pump determines at which frequencies the twin beams will be generated \cite{95, 211, 212}. Specifically, the frequency difference between the pump and the first pair of oscillating signal and idler modes scales inversely as the square root of the second order dispersion \((D_2)\) and the loaded quality factor \((Q_L)\):

\[
\omega_{\text{pump}} - \omega_{\text{signal}} \propto \frac{\text{FSR}}{\sqrt{Q_L D_2}}.
\]

Here we engineer the structure to ensure that the signal and the idler beams are generated at two well distinguished wavelengths separated by around 20 nm, at 1540.2 and 1559.2 nm when the OPO is pumped at 1549.6 nm, enabling the beams to be spatially separated using a diffraction grating with an 85\% efficiency. These two modes are 15 cavity resonances away from the pump wavelength, as can be seen from the transmission spectrum of the ring shown in Fig. 3.2(b). The large wavelength difference between twin beams not only enables spatial separation of the twin beams, but also enables filtering of the pump wavelength, which is essential to mitigate the effects of the residual pump from affecting the twin beam squeezing measurements.

### 3.3.1 Experimental setup

The experimental setup used to measure the squeezing is shown in Fig. 3.4. The ring was pumped by a continuous wave, tunable laser (New Focus Velocity 6328) followed by an erbium doped fiber amplifier (JDSU OAB1552+20FA6) and a band-pass filter (BPF) with a bandwidth of 9 nm to reduce the amplified spontaneous emission noise generated by the EDFA. Light is evanescently coupled to the mi-
croring through a waveguide. The output from the waveguide was collected with a high NA (NA = 0.25) objective lens, leading to a loss of less than 1 dB. A diffraction grating with an efficiency of 85% was used to spatially separate the pump and the two beams. The beams were propagated over a distance of 1.5 m in free space so that they were significantly diverged in space to reject the pump, and enable individual alignment of the two beams to the balanced detectors. After blocking the pump, the beams were focused on the two inputs of a Thorlabs PDB 150C balanced detector. The balanced detection system consists of a pair of well-matched InGaAs photodiodes with a quantum efficiency of 80%, followed by a low noise transimpedance amplifier to amplify the difference in photocurrents between the detectors. To observe the variance of the intensity difference noise between the two balanced detectors, the RF output of the balanced detection system was sent to an electronic spectrum analyzer. The detection system had a bandwidth of 5 MHz and a transimpedance gain of $10^5 \text{ V/A}$. The PDB 150 C has a variable gain-bandwidth setting, with gain varying from $10^3 - 10^7$, with a corresponding decreasing bandwidth of 150 MHz to 100 kHz. A small fraction (5%) of the light coming out of the chip was sent to an optical spectrum analyzer (OSA) to observe the onset of parametric oscillation. The setup includes a variable optical attenuator (VOA) to calibrate the shot noise level and to check the degradation of squeezing with attenuation of the twin beams.

We measure the squeezing in intensity difference of the two beams generated when the triply resonant OPO is pumped above threshold by comparing the noise level to the shot noise level generated from the coherent pump source.
Figure 3.4: Experimental setup. The on-chip microring resonator is pumped by a continuous wave laser followed by an erbium doped fiber amplifier (EDFA) from JDS Uniphase and a bandpass filter (BPF). To ensure efficient coupling in and out of the chip, inverse tapers are used \[213\]. A lensed fiber is used for input coupling. The output from the waveguide is collected with a high NA objective lens. The diffraction grating spatially separates the pump and the twin beams. After blocking the pump, the beams are focused on a balanced detector. The RF output of the balanced detector is sent to an electrical spectrum analyzer. A small fraction of the beams is sent to an optical spectrum analyzer (OSA) to monitor the onset of parametric oscillation. The inset shows a microscope image of the ring resonator coupled to the bus waveguide. The shape of the fabricated ring is non-circular to fit the resonator within one field of the electron beam lithography tool and hence avoid stitching errors. EDFA: Erbium doped fiber amplifier. BPF: Bandpass filter. OSA: Optical spectrum analyzer. VOA: Variable optical attenuator. M1, M2: mirrors. BS: Beam splitter
Figure 3.5: Linearity of the balanced detection system from 0.5 MHz to 5 MHz. The data have been dark noise corrected and normalized to the shot noise spectrum at a base local oscillator (LO) power of $P_0 = 7.8 \mu$W, corresponding to the horizontal solid line at 0 dB. The dashed lines depict the mean optical power in the corresponding spectrum referenced to the base LO power $P_0$, in dB. There is significant technical noise at low frequencies, which is clearly evident at relative powers above 10 dB. The data have more fluctuations at high frequencies due to higher electronic noise and consequently lower dark noise clearance for the base LO power $P_0$. The dark noise varies from 5 dB below the 0 dB reference at 0.5 MHz to 1 dB below the reference at 5 MHz. Around 3 MHz, the detection system is linear over more than 20 dB, which is also substantiated by the linearity of the shot noise calibration measurement in Fig. 3.6.
3.3.2 Shot noise calibration

We calibrate the shot noise level by splitting the pump beam on a 50:50 beam splitter, directing the two halves to the two detectors and monitoring the DC and AC components of the balanced detector output simultaneously. The common mode rejection ratio (CMRR) of the detectors was independently measured to be more than 27 dB. The laser is detuned far from the microring cavity resonance during shot noise calibration measurements. The electronic noise of the detection system is measured by blocking all light incident on the detectors. As seen from Fig. 3.5, the detection system is linear over 20 dB near a sideband frequency of 3 MHz. There is excess technical noise at frequencies below 2 MHz, which cannot be rejected completely by the finite CMRR of the detection system. Focusing on the noise at 3 MHz, it can be seen from Fig. 3.6 that the shot noise level is linearly proportional to the optical power in each beam, in accordance with theory. This confirms that around 3 MHz, the CMRR of the detectors is high enough to reject common mode noise between the two beams, and are not saturated at these optical powers. We repeated the shot noise calibration measurements with multiple lasers - a tunable New Focus Velocity 6328 (linewidth < 300 kHz), an NP Photonics Rock single frequency fiber laser (linewidth ~ 10 kHz), and a RIO Orion single frequency planar laser (linewidth < 3 kHz). The shot noise levels were found to be consistent between different lasers over several iterations of calibration to within 1 %. 
Figure 3.6: Shot noise calibration, showing the linearity of the noise power in the photocurrent difference with optical power, as expected from theory. The data are taken at a Fourier sideband frequency of 3 MHz, using a spectrum analyzer with a resolution bandwidth of 30 kHz and a video bandwidth of 100 Hz. Data points have been corrected by subtracting the electronic noise of the balanced detection system. Error bars are extracted from the raw data.

3.3.3 Squeezing measurements

We observe more than 30 % sub-shot noise quantum intensity correlations between the twin beams generated when the pump laser is tuned to an on-chip resonance at 1549.6 nm. Twin beam intensity difference squeezing measurements are presented in Fig. 3.7(a). The solid line corresponds to the signal-idler intensity correlation measurement, which is below the shot noise level, demonstrating clear intensity difference squeezing. These measurements were taken at Fourier sideband frequencies from 0.5 to 5 MHz, using a spectrum analyzer with a resolution bandwidth of 30
Figure 3.7: Intensity difference squeezing. a) The variance of the signal and idler photocurrent difference, normalized to the shot noise level (SNL), on a linear scale. The dashed line at 1 represents the SNL. The dark noise clearance was 16 dB at 0.5 MHz, and decreased to 5 dB at 5 MHz. The data was taken with a pump power of 93 mW. The power in the signal and idler beams is 45 µW, which requires low dark noise detectors, commercially unavailable at higher frequencies. Squeezing at low frequencies is masked by excess technical noise below ∼ 2 MHz, that can be clearly seen in Fig. 3.5. b) Variation of squeezing with attenuation at a sideband frequency of 3 MHz. The x-axis is the transmittivity of the variable optical attenuator, η. The y-axis is the intensity difference noise in shot noise units, - the variance of the signal and idler photocurrent difference compared. Error bars are determined from the standard deviation of the measured data points.
kHz and a video bandwidth of 100 Hz. Squeezing is not observed at very low frequencies, owing to technical noise in the pump laser. Note that the ASE filter is absolutely essential to the observation of squeezing. In our experiments, we measured the noise with various optical filter bandwidths of 9 nm (WDM), 1 nm and 0.22 nm (tunable grating filter from JDSU). Since the signal and idler are typically > 10 nm away from the pump, a filter bandwidth of 9 nm is sufficient to reject most of the ASE noise directly at the signal and idler wavelengths. Hence, we did not observe any reduction in the individual noise levels or the twin beam intensity difference noise when the filter bandwidth was reduced below 9 nm to 0.22 nm. However, we observed > 5 dB reduction of the classical excess noise when a 9 nm ASE filter was introduced in the pump before the chip as opposed to an unfiltered pump. The on-chip OPOs used here could in principle act as a platform for generating large squeezing factors over broad bandwidths due to the highly overcoupled design of the rings.

We confirm that the squeezing factor degrades linearly with increasing attenuation, and the intensity difference noise approaches the shot noise level for high attenuation, as is typical of squeezed states (Fig. 3.7(b)) (see [214], Eq S1). By using the variable optical attenuator (VOA) in the experimental setup (Fig. 3.4), we measure the influence of decreasing transmission through the VOA on the squeezed twin beams. The dependence of the variance of the intensity difference noise, normalized to the corresponding shot noise level, can be modeled by mixing the unattenuated two-mode squeezed state with a vacuum state, on a beam splitter with transmittivity $\eta$:

$$\Delta^2 X_-(\eta) = \eta \Delta^2 X_-^{(0)} + (1 - \eta) \Delta^2 X_v$$  \hspace{1cm} (3.24)
where the left hand side represents the variance after attenuation, $\Delta^2 X^{(0)}$ represents the unattenuated variance (i.e. before the VOA), and $X_v = 1$ is the variance of vacuum. All variances are normalized to the shot noise level at the corresponding power.

The observed noise reduction of $1.7 \pm 0.4$ dB corresponds to a generated squeezing of 5 dB when corrected for detection losses and the non-ideal quantum efficiency of the detectors. This is less than the 10 dB of squeezing expected from the ratio of $Q_i$ and $Q_L$ owing to residual excess pump noise of 25 dB relative to the shot noise level, and the possible rotation of the optimally squeezed quadratures by the process of FWM [215, 216]. Furthermore, higher intrinsic quality factors of 7 million [71] and 37 million [77] have been demonstrated by us in silicon nitride rings, resulting in a lower oscillation threshold, which not only helps in reducing excess noise in the pump, but also leads to a higher ratio of $Q_i$ to $Q_L$. Other groups have also reported improvements in the quality factor of nitride rings [60]. It should thus be possible, in principle, to reach much stronger noise reductions in this platform. Fundamentally the on-chip OPOs are expected to exhibit squeezing over GHz bandwidths in view of the broad linewidth of the cavity. We have demonstrated here squeezing in the MHz range, limited only by the bandwidth of our low-dark-noise detectors. It should be noted that commercially available detectors at 1550 nm have insufficient dark noise clearance at GHz sideband frequencies at optical powers of a few tens of $\mu$W, corresponding to the power in the generated twin beams just above threshold.
3.4 Conclusions and outlook

These results constitute an experimental demonstration of all-optical squeezing in an integrated CMOS compatible platform. Our source generates bright squeezed light using a singly pumped FWM process, in contrast to other sources of above threshold squeezing which utilize parametric down-conversion. Since FWM is based on the third order nonlinearity, the technique presented here can be extended to several different material platforms, in contrast to the more restrictive second order nonlinearity only found in non-centrosymmetric materials. Our demonstration paves the way for a myriad of on-chip quantum optics experiments over broad bandwidths in a scalable, compact and robust platform. A natural extension of the current chapter’s experiment would be to measure phase-sum squeezing of the twin beams, enabling a demonstration of continuous-variable quantum entanglement based on the inseparability criterion formulated by Duan et al. as well as by Simon [217, 218]. This will open the way to realize deterministic quantum information protocols at very high speeds. In future, the frequency separation of the twin beams can be done on chip using ring-resonator-based add-drop filters tuned to the signal, idler and pump wavelengths so that they are demultiplexed to different waveguides [219]. This opens up the possibility to cascade the on-chip OPO with photonic structures to manipulate squeezed and entangled states of light generated by the OPO, further emphasizing the highly scalable nature of our platform. The introduction of such non-classical light sources into future data communications by leveraging the mature infrastructure of microelectronics, currently being introduced into silicon photonics [2], is a very promising avenue to be explored. In the next chapter, we will look into one such exploration - external tuning of the degree of squeezing using coupled rings and microheaters.
CHAPTER 4
TUNING THE DEGREE OF SQUEEZING

For most applications of squeezed light, a higher degree of squeezing is naturally considered beneficial. This is true for general quantum enhanced sensing, spectroscopy and quantum information processing.  

Nevertheless, there exist applications where higher squeezing can be detrimental, such as quantum-enhanced optical phase tracking [99, 221]. There are other areas where one needs an optimal degree of squeezing to generate exotic quantum states like Schrödinger kittens. For such uses of nonclassical light, as well as from a fundamental point of view in terms of quantum state control, it is desirable to have an external knob that allows us to tune the squeezing level. This chapter demonstrates an electrical knob to continuously tune the degree of squeezing based on coupled ring resonators.

4.1 Applications of tunable squeezing

It is essential to control the squeezing factor for applications such as quantum enhanced optical phase tracking and for the generation of Schrödinger cat states [222]. A large degree of squeezing in one field quadrature is inevitably concomitant with a large anti-squeezing in the orthogonal quadrature, which increases the phase estimation error [99, 221]. It is convenient to classify phase estimation into two categories, phase sensing and general phase estimation. In phase sensing, the phase is always expected to lie within some small interval. For instance, in gravitational wave detectors, the interferometer is locked at the dark fringe, and

\footnote{This chapter has been published in Ref. 220}
miniscule variations of the arm lengths of the MZI are monitored about the dark fringe \cite{223}. In such cases, the anti-squeezing in the orthogonal quadrature does not affect phase measurement error significantly, unless one is operating in the regime where radiation pressure noise dominates \cite{99}.

On the other hand, in general phase estimation \cite{224–227}, one is typically dealing with phases which are not constrained to small intervals and can lie anywhere in the interval \([0, 2\pi]\). The effect of anti-squeezing in the orthogonal quadrature is significant for phase estimation or phase tracking since it involves detecting large excursions in phase space from the mean value of the signal.

Following the treatment in Ref. \cite{221}, the effective squeezing factor \(R_{sq}\) for phase estimation including the contribution from anti-squeezing can be written as:

\[
R_{sq} = \Delta^2 e^{2r_p} + [1 - \Delta^2] e^{-2r_m} \tag{4.1}
\]

where \(e^{2r_p}\) and \(e^{-2r_m}\) are the anti-squeezing and squeezing levels respectively, and \(\Delta\) is the phase tracking error. It is clear from this equation that for small values of the tracking error \(\Delta \ll 1\), \(R_{sq} \approx e^{-2r_m}\), as is the case for small phase sensing. For general phase estimation, the error \(\Delta\) at any point in time can be significant enough that the anti-squeezing level starts to degrade the effective squeezing factor, canceling out the advantages of using quantum squeezed light. This is illustrated in Fig. 4.1. The mean square error was calculated by combining the above equation with Eq. 3 and S20 from Ref. \cite{221}. We see that for low squeezing levels, the dashed red curve (ignoring the effect of anti-squeezing) agrees with the solid red curve (where anti-squeezing is accounted for). For increasing levels of squeezing, the phase error initially reduces, but turns around and increases beyond an optimal degree of squeezing. This is valid even for pure squeezed states (i.e. no degradation.
Figure 4.1: Plot of the rms phase estimation error vs. the squeezing level $e^{-2r_m}$ for pure squeezed states (green) and for impure squeezed states (red) with a loss of 0.33. The dashed red line indicates the phase error ignoring the effects of anti-squeezing. It is clearly seen that there is an optimal degree of squeezing for these set of parameters for both pure and impure squeezed states, beyond which an increase in squeezing level increases the error. The optimal squeezing level is higher for pure squeezed states ($\sim 7$ dB) and lower ($\sim 3.5$ dB) for practical experimental squeezed states, i.e. when losses are taken into account. The solid horizontal line is the shot-noise limit, and operation below this line represents a quantum advantage [221].

of squeezing due to loss), as shown by the green curve. A theoretically optimum degree of squeezing of around 7 dB is obtained for pure squeezed states, which reduces to $\sim 3.5$ dB when unavoidable experimental imperfections such as losses (of 33%) and finite bandwidths are taken into account [221]. Note that here the squeezing and anti-squeezing levels measured are related to the generated levels through the equations:

$$e^{2r_p} = \eta e^{2r} + (1 - \eta)$$

(4.2)
\[ e^{-2r_m} = \eta e^{-2r} + (1 - \eta) \]  

(4.3)

where \( e^{2r} \) is the pure squeezing level, and \( 0 < \eta < 1 \) is the detection efficiency due to losses. For pure states \( \eta = 1 \), the product of the squeezing and anti-squeezing level is 1, and the state is one of minimum uncertainty as allowed by the Heisenberg relation. For impure states, the product of the measured squeezing and anti-squeezing level is always greater than 1, due to the effect of losses. The experimental data reported by Yonezawa et al. follow the solid red curve, and hence to obtain the lowest phase error, it is desirable to have a control knob that allows us to tune the degree of squeezing to the optimal value. Moreover, since the optimal degree of squeezing depends on the experimental parameters such as the bandwidth and loss of the measurement of feedback system, tunability is additionally helpful when these parameters are changed.

A tunable squeezing factor is also required to generate optical Schrödinger kittens or cats depending on the size of the desired cat state [222, 228–230]. A Schrödinger cat state is a quantum superposition of macroscopically distinct classical states. Typically, a superposition of coherent states with opposite phases, \( |\psi\rangle_{\text{cat}} = N(|\alpha\rangle \pm |\alpha\rangle) \), is considered a Schrödinger cat state, with \( N = \sqrt{2 \pm 2 \exp(-2\alpha^2)} \) representing a normalization constant for the wave function. The larger the value of \( \alpha \), the less the overlap \( \exp(-2\alpha^2) \) between the two macroscopic states, and the better it approximates an ideal cat state. Such cat states have been proposed for use in optical quantum computing [231, 232]. A common way to produce kitten states (cat states with a low mean photon number) is through photon subtraction from a squeezed vacuum state. The highest fidelity of the targeted cat state is achieved when a squeezed state with a particular degree of squeezing is used. The optimal squeezing level required increases with the size
Figure 4.2: Plot of the theoretical threshold power vs. squeezing level for a typical silicon nitride microring resonator. The power threshold is minimum in the slightly undercoupled regime. The threshold increases rapidly in the overcoupled regime where strong squeezing is obtained. Hence, if an application requires a limited degree of squeezing, it is wasteful to operate at a high threshold power and attenuate it to the desired squeezing level. A tunable coupling mechanism is much more desirable so as to operate at a lower power threshold as needed.

of the cat state, as reported in [229].

4.2 Methods to tune squeezing

Conventional OPO cavities limit us to a fixed degree of squeezing, since they are usually made of discrete mirrors with a fixed reflectivity or using microresonators with a certain coupling. The coupling condition can in principle be modified by changing the mirrors, but this is a cumbersome process, especially for the monoli-
thic cavities used to achieve strong squeezing [122, 210], where the mirror coatings are deposited directly on the nonlinear crystal. More recently, tapered fibers [233] and diamond prisms [234, 235] have been used to control the evanescent coupling to whispering gallery mode microresonators, but this requires precise experimental control of the coupling gap at the tens-of-nm level. Note that the degree of squeezing below the oscillation threshold can be changed by varying the pump power [236, 237]. However, above threshold, the degree of squeezing in the intensity difference is independent of the pump power relative to threshold. In other words, as long as the input power $P_{in}$ is greater than the oscillation threshold $P_{th}$, the intensity difference squeezing level is independent of the ratio $P_{in}/P_{th}$ for a fixed coupling [154, 236]. Another way to tune the squeezing factor is to variably attenuate a highly squeezed state, but this method is inefficient since a large pump power is required to generate the initial highly squeezed state. This is because high squeezing is obtained from strongly overcoupled OPOs, which have a large oscillation threshold for the pump [234]. This is evident from Fig. 4.2.

4.2.1 Our approach – tunable coupling

We chose to continuously tune the degree of squeezing by controlling the coupling condition. This is applicable to any cavity-based source of squeezed light. Here we demonstrate a tuning of the squeezing level generated in a silicon nitride triply-resonant microring OPO that was discussed in the previous chapter [88]. Specifically, the noise in the intensity difference between the twin beams is reduced below the shot noise level, and this reduction or squeezing factor, above the
Figure 4.3: Theoretical plot of the low-frequency squeezing ($\Omega \tau_c \ll 1$) vs the coupling efficiency $\eta_c$, ignoring detection losses, based on Eq. 4.4. One can continuously tune the squeezing level by going across this curve.

oscillation threshold, can be quantified as $S(\Omega) = 1 - \frac{\eta_c \eta_d}{1 + \Omega^2 \tau_c^2}$.

where $S(\Omega)$ is the intensity-difference noise normalized to the shot noise level at a sideband frequency $\Omega$; $\eta_c$ is the coupling efficiency, i.e. the ratio of coupling loss to the total (intrinsic + coupling) loss; $\eta_d$ is the detection efficiency, which takes into account the losses from the chip to the detectors as well as the nonideal quantum efficiency of the detectors; and $\tau_c$ is the cavity photon lifetime.

The tuning of the degree of squeezing is achieved here by externally controlling the coupling efficiency $\eta_c$ of a double-ring system [Fig. 4.3]. Our device consists of two coupled microring resonators, each with a radius of $115 \, \mu$m, as shown in Fig. 4.4(a). One of the rings, R1, is coupled to a bus waveguide to launch light into the double ring system, while the second ring, R2, is coupled only to R1.
By changing the offset between the resonance frequencies of R1 and R2, one can control the fraction of light in each ring and hence induce strong changes in the coupling condition of the double ring system to the bus waveguide [239, 240]. It should be noted that coupled cavity systems have been explored in various applications such as heralded single photon sources [241, 242], coupled-resonator-induced transparency [243, 244], four-wave mixing and frequency comb generation [23, 245–247]. Here we utilize a coupled two-cavity system to tune the generated squeezing factor.

4.3 Device design – coupled rings with microheaters

Our device uses microheaters integrated on double rings to thermally control the coupling efficiency $\eta_c$ between the rings and the bus waveguide and consequently
tune the degree of squeezing. The squeezed light source is based on what was
described in the previous chapter, i.e. a silicon nitride microring OPO. There
are two major additions in the device used for tunable squeezing: (i) We use two
mutually coupled rings instead of the single ring used before, (ii) We use platinum
microheaters on top of the rings for thermal control. The rings were fabricated
on 950 nm thick Si$_3$N$_4$ films grown using low-pressure chemical vapor deposition
(LPCVD), with 4 µm of thermal oxide as the substrate. Trenches were defined
in the wafer to mitigate stress-induced crack propagation in the nitride film, as
described in [71]. The 1500 nm-wide waveguides were patterned with electron-
beam lithography using ma-N 2405 resist on a JEOL 9500 system. Both rings
have 6 µm wide platinum heaters which can be independently controlled to tune
the resonance wavelength of the rings by the thermo-optic effect. To minimize
losses caused by interaction of the optical modes with the platinum layer, the
heaters and contacts were fabricated more than 2 µm above the Si$_3$N$_4$ layer. By
thermally tuning the resonance wavelength of the double ring system to the pump
laser at 1561.1 nm, bright signal and idler beams were generated at 1544.1 nm and
1578.5 nm, as shown in Fig. 4.4(b).

4.4 Results

4.4.1 Characterization of the mode crossing

As is typical of coupled cavity architectures, the double ring system exhibits an
avoided crossing when the heaters on R1 and R2 are tuned to match the reso-
nance wavelengths of the supermodes of the system to the fixed laser wavelength
Figure 4.5: (a) Avoided crossing of the two-ring system, as the microheaters on the rings R1 and R2 are tuned to observe resonances at the fixed pump wavelength. The solid lines are fits to Eq. 4.5. From the top view IR images it is clear that light is initially localized in R2 and switches gradually to R1 as one tunes from one side of the avoided crossing to the other. (b) Coupling efficiency $\eta_c$ vs. the power on the R1 heater, for the lower red branch of the avoided crossing.
For these measurements, the input power coupled into the waveguide is kept below 5 µW to minimize thermal shift of the resonances due to the circulating optical power in the rings. From the top-view infrared camera images, we clearly see that the supermode of the double ring system undergoes a transition from being primarily localized in R2 to being localized in R1, for the lower red branch of the crossing. The eigenfrequencies of the supermodes can be written as,

$$\omega_{\pm} = \frac{\omega_1 + \omega_2}{2} \pm \sqrt{\frac{(\omega_1 - \omega_2)^2}{4} + \kappa_{12}^2}$$  \hspace{1cm} (4.5)

where $$\omega_1$$ and $$\omega_2$$ are the resonance frequencies of the two rings R1 and R2, in isolation, and $$\kappa_{12}$$ represents the coupling coefficient between the rings. The solid lines in Fig. 4.5(a) are fits to Eq. 4.5 after accounting for the fact that the resonance frequencies of the rings change by approximately 1 GHz per mW of electrical power applied on the heaters \[239\]. For the remainder of this paper, we choose to focus on the lower red branch, although similar tunable coupling efficiencies were also observed for the upper branch. Note that avoided crossings have been reported between the transverse electric (TE) and transverse magnetic resonance wavelengths of a single ring resonator in the context of comb generation \[248\]. On the contrary, our design explicitly uses the fundamental TE modes of two coupled rings to generate tunable squeezing.

\[\textbf{4.4.2 Tunable coupling}\]

We observe a continuous change in the coupling efficiency $$\eta_c$$ between the dual-ring system and the bus waveguide from 10% to 70% when tuning the heaters from one side of the avoided crossing to the other, as illustrated in Fig. 4.5(b). The coupling efficiency is determined from the expression $$\eta_c = (1 \pm \sqrt{T_{\text{min}}})/2$$, where
Figure 4.6: Coupling efficiency vs. minimum transmission on resonance for the overcoupled (blue) and undercoupled (green) regimes, based on the equation $\eta_c = (1 \pm \sqrt{T_{\text{min}}})/2$. The + and - signs correspond to the overcoupled and undercoupled regimes. For a particular value of $T_{\text{min}}$, one can determine whether the ring is overcoupled or undercoupled by monitoring in which direction the loaded quality factor moves when $T_{\text{min}}$ changes. An increase in loaded quality factor indicates a movement of the ring from the overcoupled towards the undercoupled regime.

The + and - signs represent overcoupled ($\eta_c > 0.5$) and undercoupled ($\eta_c < 0.5$) regimes respectively, and $T_{\text{min}}$ is the normalized transmission through the waveguide when the dual-ring system is on resonance with the laser [Fig. 4.6]. It should be emphasized that the directional coupling coefficient between the waveguide and R1 as well as between R1 and R2 is kept constant throughout the experiment, as these are fixed by the fabricated gaps between the waveguide and the rings. The maximum $\eta_c$ is limited by the coupling coefficient of the bus waveguide to R1. The
change in overall coupling can be intuitively explained by looking at the super-modes of the two-ring system [239, 240]. The mode on the blue-detuned side of the avoided crossing has a weaker overlap with the bus waveguide than the mode on the red-detuned side, and hence the coupling efficiency increases as one moves from the blue-detuned side of the avoided crossing to the red-detuned side.

### 4.4.3 Experimental setup

![Experimental setup diagram](image)

Figure 4.7: Experimental setup. EDFA: erbium doped fiber amplifier. BPF: bandpass filter. V1, V2: voltages applied to the microheaters on rings R1 and R2. BS: 1% beam sampler, anti-reflection (AR) coated on one surface. M1, M2: mirrors. OSA: optical spectrum analyzer.

We now describe the experimental setup used to generate and detect tunable squeezing as shown in Fig. 4.7, which is similar to the one described in the previous
chapter. The differences are outlined here. The rings are pumped by a low-noise single-frequency RIO Orion laser with a narrow linewidth < 3 kHz \cite{249}. Etched facet inverse tapers are used to efficiently mode match the lensed fiber to the input of the waveguides \cite{250}. The output of the chip is collected with an AR coated, high NA (NA = 0.56) aspheric lens to minimize losses to \~{}12%. Tungsten electrical probes are used to apply voltages V1 and V2 to the contacts of the heaters on each of the two rings R1 and R2, respectively. The signal and idler beams are directed to the two arms of a balanced detection system (Thorlabs PDB450C-AC), which consists of a pair of InGaAs photodiodes with a quantum efficiency of 80\%, followed by a low-noise transimpedance amplifier with a bandwidth of 4 MHz and a gain of $10^5$ V/A. The difference of the photocurrents is sent to an RF spectrum analyzer to measure the noise in the intensity difference between the two beams incident on the detectors. About 1\% of the output of the chip is sampled using a wedged beam sampler and sent to an OSA to monitor the onset of parametric oscillation.

4.4.4 Tunable degree of squeezing

We demonstrate a squeezing factor tunable from 0.5 dB in the strongly undercoupled regime to \~{}2 dB in the overcoupled regime. In Fig. 4.8(a), we plot the directly measured squeezing (red) in the intensity difference between the signal and idler beams, as a function of the coupling efficiency between the waveguide and the R1-R2 dual-ring system. Each data point in Fig. 4.8(a) was obtained from time traces of the kind shown in Fig. 4.8(b). The shot noise level was independently calibrated by splitting the pump on a 50:50 beam splitter and showed a linear dependence with optical power, as expected from theory. All measurements were taken at a sideband frequency of $\Omega/2\pi = 3$ MHz, using a spectrum analyzer with
Figure 4.8: (a) The measured off chip squeezing (red) and inferred on-chip (green) squeezing levels for various $\eta_c$. The inferred on-chip squeezing is the level of squeezing generated on-chip, i.e. the expected degree of quantum noise reduction assuming $\eta_d = 100\%$. The data fit well to theoretical predictions based on the coupling and detection efficiencies (solid lines). Each data point in (a) is derived from time traces of the intensity difference noise, an example of which is shown in (b). (b) A time trace of the measured squeezing at a sideband frequency of $\Omega/2\pi = 3$ MHz. The dark noise is at -81 dBm.
a resolution bandwidth (RBW) of 30 kHz and a video bandwidth (VBW) of 100 Hz. The cavity lifetime at the signal and idler wavelengths was independently measured using a tunable laser to be \( \tau_c = 0.5 \) ns for the most overcoupled case, and increased to 1.3 ns for the most undercoupled case in our experiment. By accounting for the overall detection efficiency of 60\%, we infer that the generated on-chip squeezing factor can be tuned from 0.9 \( \pm \) 0.4 dB to 3.9 \( \pm \) 0.3 dB. The measured and inferred squeezing levels match reasonably well with the predictions of Eq. 4.4 for \( \eta_d = 60\% \) and \( \eta_d = 100\% \) respectively. Note that different pump powers were used to achieve different levels of squeezing. For the most overcoupled case, we needed a pump power of 45 mW to reach the oscillation threshold, whereas much lower powers \( \sim 25 \) mW were needed for the critically coupled case.

The largest squeezing factor measured in our experiment was restricted by the maximum coupling efficiency of 70\% that can be achieved in the current device. By using devices with a smaller coupling gap between the bus and R1, this factor could be increased even further. On the other hand, the smallest squeezing level that could be reliably resolved was limited by the fluctuations in the time traces of the intensity difference noise. The minimum detectable squeezing can in principle be reduced by video averaging or by using a smaller resolution bandwidth, but this increases the data acquisition time and would require greater long-term stability in the operation of the OPO than was possible in the setup.

### 4.5 Conclusions and outlook

In summary, we have introduced a technique to continuously change the degree of squeezing generated in an OPO by inducing strong changes in the coupling
condition through integrated thermal tuning. This technique can pave the way for on-chip realization of quantum-enhanced sensing protocols where an optimal degree of squeezing is necessary for attaining the maximum allowed sensitivity. The method demonstrated here can be extended to various on-chip platforms such as AlN, silica, diamond and silicon in which FWM oscillation has been reported [36, 50, 51, 251]. Specifically, in AlN, the nonvanishing second order nonlinearity can enable fast electro-optic tuning of the coupling condition through the Pockels effect [252], as opposed to the slower thermal response of microheaters used in our work. More generally, the concept of externally tuning the effective coupling coefficient by utilizing supermodes of a multiple-cavity system finds applications in several areas of classical and quantum optics. For example, it can be used to tune the conversion efficiency and bandwidth of frequency comb generation [239, 253]. Thus, coupled resonators are a useful tool to control nonlinear processes and the resultant nonclassical states of the light field generated in them.
CHAPTER 5
BEYOND TWO-MODE SQUEEZING: TOWARDS ENTANGLEMENT AND MULTIMODE CORRELATIONS

This chapter describes some preliminary experimental results on the path to move beyond twin-beam intensity difference squeezing that was shown in Chapter 3. In particular, we elucidate on the route towards an experimental demonstration of continuous variable entanglement on chip. Additionally, the Si$_3$N$_4$ platform is capable of generating a very large number of modes, forming an optical frequency comb often spanning more than an octave in frequency. We investigate multimode correlations between frequencies beyond the first pair of signal and idler modes generating by the OPO.

5.1 Multimode correlations

The experiments in Chapter 3 and 4 were carried out at pump powers just above the oscillation threshold of the OPO. On increasing the pump power, more modes gradually show up, due to four-wave mixing between the generated lines. A subtle point here is that the generation of higher order modes does not have a sharp threshold, because they can be produced by four-wave mixing of the first signal and idler modes with the pump. This is in contrast to the first pair of modes which are generated from vacuum fluctuations, and they can hence be generated only when the parametric gain overcomes the roundtrip loss in the ring.

The advent of the “cluster state” model of quantum computing has provided impetus to the development of multimode quantum correlated states. This model is related to the one-way quantum computer proposed initially by Raussendorf and
Briegel in the discrete variable regime \cite{256}, and later extended to the continuous variable (CV) regime by Braunstein, Menicucci and several others \cite{172,186,257}. Also called the measurement-based quantum computer, such a model first requires the preparation of a highly entangled resource state, called a cluster state. Local measurements are then performed on this state to make the computation proceed such that the original cluster state is always destroyed (lending it the name “one-way”) but the result of the computation is successful. Initial proposals to generate cluster states consisted of the production of single mode squeezed states which were then mixed on beam splitters \cite{188,257}. This technique suffers from a scalability issue because of the requirement to produce many squeezed states in tandem. It was soon realized that a single Gaussian multimode state could embody all of the correlations needed to create a cluster state, drastically reducing the complexity on the generation side \cite{188,258,259}. The trick was to use a single multimode OPO combined with a multifrequency pump beam, in a formation akin to an optical comb. This is a top-down manner of creating a multipartite entangled state, rather than the bottom up method of mixing squeezed states on a beam splitter.

The optical frequency comb has been specifically proposed as a fertile ground to generate a cluster state \cite{187,258,259}. This is not surprising, as the nonlinear interactions between the modes of the comb would typically result in quantum correlations. The frequency comb directly produced by a mode-locked laser \cite{260} does not necessarily have quantum correlations between its modes, but is correlated classically since the modes are phase-locked to each other. When such a comb is down converted using a nonlinear medium placed in a cavity whose FSR matches the repetition rate of the modelocked laser, a multimode quantum correlated state is formed, as shown in Fig. 5.1 (b). Such a method has been experimentally
Figure 5.1: **Cluster states.** (a) A theoretical proposal by Gu et al. showing a 1D and a 2D cluster state with many connected modes sharing connections [188]. (b) An experimental schematic for realizing cluster states using a downconverted quantum frequency comb [190, 261]. The arrows show the modes which are generated by an energy conserving parametric down conversion process and possess pairwise quantum correlations. (c) Another scheme for realizing cluster states using modulated pulses [192, 262].

implemented by Roslund *et al.* to show entanglement between 10 modes and 511 bipartitions [190, 261]. In a different scheme [Fig. 5.1(c)], a c.w. laser was sent through a pair of orthogonally oriented nonlinear crystals in a cavity to generate cluster states spanning 60 modes [192, 262]. While these schemes rely on modes which are frequency multiplexed, the largest cluster state produced till date was multiplexed in the time domain by Yokoyama *et al.* [189]. They showed an ultra-large multipartite entangled state with more than 10,000 modes. A proposal to combine the frequency and time-domain approaches has been reported recently [263].

While the demonstration of large-scale multipartite entanglement in previous experiments is promising, these experiments date rely on bulky tabletop and fiber-based setups. With these recent developments in mind, it is natural to look for
more compact and scalable systems to generate multimode quantum correlations in the CV regime. Microresonator based Kerr frequency combs have the potential to generate multimode cluster states in an on-chip, compact and robust platform.

The essential difference between the implementations described above and the Kerr comb platform is, while the former is based on the second-order $\chi^{(2)}$ nonlinearity, the latter exploits the more ubiquitous third order $\chi^{(3)}$ nonlinearity found in all materials. Moreover, a $\chi^{(3)}$ system is anticipated to exhibit richer dynamics because the third order nonlinearity can couple a larger number of modes at a time than its $\chi^{(2)}$ counterpart, and introduce correlations even between non-twin beams (i.e. signal and idler modes asymmetrically located in the spectrum with respect to the pump). A calculation of pairwise quantum correlations of Kerr combs has been reported by Chembo, both below as well as far above threshold [95]. Microresonator based OPOs and their transition to the mode-locked frequency comb state have been explored classically both in the temporal and the spectral domain [211, 212, 264–267]. These techniques look at the properties of the entire comb and do not provide direct information about correlations existing between different modes, especially below the transition to the mode-locked state. On the other hand, significant theoretical and experimental progress has been made in understanding the dynamics of comb formation. In this context, a thorough understanding of the comb dynamics and correlations between various modes is desirable to enable their use in the generation of multipartite entanglement.

We experimentally study the correlations between signal and idler modes that are asymmetrically located in frequency with respect to the pump. The modes located on the blue side of the pump are referred to as signal modes, and those on the red side are referred to as idler modes for the remainder of this chapter. We use a modified version of the setup introduced in Fig. 4.7 as shown in Fig. 5.2.
Figure 5.2: Modified version of experimental setup used to measure twin-beam intensity difference squeezing, adapted here for characterizing multimode correlations. VOA: variable optical attenuator. BS: beam splitter. BPF: band pass filter. M1, M2: mirrors.

The desired mode from the output of the chip is chosen using a rotating mirror and a pair of irises. Since signal and idler modes asymmetric with respect to the pump in frequency are typically of different powers, a variable optical attenuator (VOA) is used to equalize the power of the beams reaching the balanced detectors. This is important because the detectors’ noise performance is best when the optical power incident on them is not too different (within $\sim 50 \, \mu W$).

Fig. 5.3 (a) depicts the optical spectrum generated by pumping the silicon nitride microring OPO around 9% above threshold. Chapter 3 studied sub-shot-noise correlations between modes signal 1 and idler 1. Here, we observe 22 dB near-shot-noise-limited intensity correlations between the non-twin beams. When the pump wavelength was tuned to a resonance of the ring at 1546.9 nm, several
Figure 5.3: (a) Optical spectrum of the Si₃N₄ OPO pumped at 1546.9 nm. (b) Intensity noise in the signal 2 beam (blue), idler 1 beam (red) and the difference (green) at a sideband frequency of 3 MHz. The traces are normalized to the shot noise level (SNL) corresponding to 21 µW, which is the optical power in the beams after attenuating idler 1 for optimal correlations. (c) A much smaller correlation is seen for two signal beams located on the same side of the pump. Resolution bandwidth: 30 kHz, video bandwidth: 100 Hz.
bright signal and idler beams were generated as shown in Fig. 5.3(a). The intensity correlation between the modes at 1525.8 nm (depicted as signal 2) and at 1577.8 nm (depicted as idler 1) was measured to be 22 dB, within 1 dB of the shot noise level (SNL) at an optical power of 21 µW [Fig. 5.3(b)]. One can calculate the normalized correlation coefficient \[ C(\omega) = \frac{S_{12}(\omega)}{\sqrt{S_{11}(\omega)S_{22}(\omega)}} \] (5.1) where the symmetrized cross-correlation coefficient between the modes \( i \) and \( j \) is defined by,

\[ S_{ij}(\omega) = \frac{1}{2} \langle \delta I_i(\omega)\delta I_j(\omega)^* + \delta I_j(\omega)\delta I_i(\omega)^* \rangle. \] (5.2)

We can use a modified relation \( S_{12} = (S_{11} + S_{12} - S_d)/2 \) to calculate the normalized correlation coefficient in our system to be 0.997, corresponding to nearly perfect correlations between the two beams. \( S_d \) represents the intensity difference noise measured in our setup. Idler 1 was attenuated by \( \sim 15 \) dB to equalize the power in the two arms of the balanced detector. This, along with the excess noise of the pump, precluded the observation of quantum correlations below the shot noise level. We estimate the excess noise in the signal and idler beams solely due to FWM-converted excess pump noise to be around 11.5 dB at this optical power. This is close to the intensity correlation observed between signal 1 and signal 2 of around 10 dB. As expected the correlation between signal 2 and idler 1 is much stronger than that between signal 2 and signal 1 [Fig. 5.3(c)] since the former can be produced in pairs, \( \omega_{\text{pump}} + \omega_{\text{signal}1} = \omega_{\text{signal}2} + \omega_{\text{idler}1} \), i.e. by nondegenerate FWM of the pump and signal 1, while there is no FWM process to produce signal 2 and signal 1 in pairs at these pump powers.

Nevertheless, the correlations presented above are classical as they are still
above the shot-noise level. To demonstrate quantum correlations, we need to mitigate the effect of excess noise in the pump laser. Besides, the measured intensity difference squeezing level in chapter 3 was less than that expected based on the coupling efficiency and detection loss. Hence, a reduction in the pump excess noise would be beneficial to increase the degree of squeezing. As we stated earlier, a demonstration of entanglement requires the simultaneous verification of intensity-difference squeezing and phase-sum squeezing. While intensity difference squeezing is a robust parameter and can be detected even in the presence of some excess noise (as long as the CMRR of the balanced detection system is high enough), phase-sum squeezing is much more sensitive to excess amplitude and phase noise in the pump [269]. All of these issues indicate that a thorough characterization of the pump laser noise is required.

Towards this end, we build a filter cavity to attenuate the fluctuations in the pump beam around the sideband frequency of 3 MHz, where we measure squeezing. The design and characterization of the filter cavity is described in the next section.

5.2 Mitigating pump laser noise

First, we measure the pump laser’s intensity noise by using a setup similar to the shot noise calibration discussed in Section 3.3.2 but blocking the beams incident on the balanced detectors one at a time [Fig. 5.4]. The intensity noise fits to a quadratic polynomial, which is in accordance with the expectation that the excess noise should vanish at very low optical powers.

We see that the pump deviates from being shot noise limited at optical powers above $\sim 50 \ \mu W$. At a power of $500 \ \mu W$, the pump noise exceeds the shot noise
Figure 5.4: Intensity noise characterization of the pump laser beam. For shot noise calibration, both the inputs to the balanced detector are open. For intensity noise measurements, we block the beams one at a time, as depicted by the schematic on the left panel. While the shot noise is independent of the light source used, the intensity noise is a strong function of the laser. This plot is similar to Figure 3.6 but has quadratic fits to the intensity noise in addition to the linear fit for the shot noise. The electronic dark noise has been subtracted from these measurements. RBW: 30 kHz, VBW: 100 Hz.

Level by a factor close to 3. The microrings are pumped by much higher powers, of the order of tens of mW, and the residual noise in the pump is estimated to be comparable to the shot noise level after the excess common mode noise has been reduced by the finite CMRR of the balanced detection system. The residual noise increases with an increase in pump power, which explains the difficulty in observing quantum correlations for the multimode case. To mitigate excess pump laser noise, we design a transmittive filter cavity which would be inserted in the setup between the EDFA and the chip. This would act like a narrowband passive filter which strongly attenuates the excess amplitude and phase noise at the measurement frequencies of interest.
5.2.1 Design of filter cavity

The filter cavity is implemented in a bowtie configuration [270–272], using two flat mirrors and two high-reflectivity curved mirrors. It is essential to have a moderately high transmission efficiency as we will be using the transmitted beam as the pump for the microring OPO. We aim to design a traveling wave cavity with a linewidth lower than 10 times the measurement frequency. For our purposes, the measurement frequency is $\Omega/2\pi = 3$ MHz in the majority of the experiments reported here. This motivates a filter cavity linewidth of $\Delta\nu_{\text{FWHM}} = 200$ kHz. A finesse of around 300 is feasible without compromising on the transmission efficiency significantly (the finesse is defined as the ratio of the FSR to the FWHM of the cavity). The expression for finesse is

$$F \approx \frac{\pi \alpha (R)^{1/4}}{1 - \alpha^2 \sqrt{R}}$$

(5.3)

where $R = \prod_i R_i$ is the product of power reflectivities of all the mirrors and $\alpha^2 = 1 - \epsilon$ with $\epsilon$ being the fractional single-pass spurious power loss. The transmission efficiency is $T^2/(T + \epsilon)^2$, where $T = 1 - R_2$, is the transmittivity of the output coupling mirror. Assuming low spurious loss, we estimate a finesse of 300 for an input and output coupler reflectivity of 99 % and a transmittivity of 1 %. To achieve a cavity linewidth of 200 kHz with this finesse, the free spectral range of the cavity would need to be

$$\Delta\nu_{\text{FSR}} = \Delta\nu_{\text{FWHM}} F = 60 \text{ MHz}$$

(5.4)

In other words, the total cavity length would need to be $L = c/\nu_{\text{FSR}} = 5$ m. For a bowtie cavity with a shallow angle, this corresponds to an arm length one-fourth of the total length.

A schematic of our constructed cavity is shown in Fig. 5.5. It consists of flat
input and output coupling mirrors with the desired reflectivity of 99%. The other two mirrors have a radius of curvature of 1 m and a reflectivity higher than 99.9% (Newport supermirrors). These specifications are for s polarization. The cavity is not too sensitive to polarization due to the shallow angles of incidence on the mirrors (< 1.5°). The distance between the input and output coupling mirrors is 1.2 m, and the total cavity length is 4.9 m, resulting in an FSR of 61 MHz. The beam waist is calculated to be 0.22 mm in radius between the two curved mirrors and 0.8 mm between the two flat input and output couplers. A piezoelectric transducer (PZT) is glued to the holder for one of the mirrors before fastening it to mount. The PZT enables us to scan the cavity length across resonances and will be used for locking the cavity later.

Fig. 5.6(a) and (b) show some pictures of the initial prototype cavity that we built with discrete optical components and posts. We deposited the 99% reflective coatings for the input and output coupling mirrors on a silicon wafer in the cleanroom using plasma-enhanced chemical vapor deposition (PECVD). The process of designing the mirrors and depositing them is explained in Appendix [C]. After we verified the prototype, a more stable cavity was built on an aluminum base.
Figure 5.6: (a) Top view image of the prototype filter cavity built with discrete mounts and posts. (b) Zoomed view of the mirrors. The input and output couplers can be seen as pieces of a silicon wafer with deposited mirror coatings on them. (c) A more stable cavity design, mounted on an aluminum base with sorbothane pads underneath. The plexiglass box reduces air currents and thermal fluctuations from entering the space between the mirrors.
platform with flexure mirror mounts bolted to the ends of the platform [5.6(c)]. Such a configuration reduces the relative drifts between the four mirrors. Sorbothane pads were used between the base platform and the optical table to damp mechanical vibrations which affect the stability of the cavity. Additionally, we enclosed the cavity in a transparent plexiglass box to reduce air flow and thermal currents. The box had circular apertures for the input and output beams. These steps significantly reduced the short time cavity drift by approximately a factor of five.

5.2.2 Characterization

We measure the linewidth of the cavity by applying a triangular waveform to the PZT through a piezo controller (Thorlabs MDT693A, 0-150 V) and recording the transmitted and reflected powers. The piezo controller has an input port which accepts a modulation signal. This signal is amplified by a factor of 15 and added to the DC offset on the front panel to produce the output driving signal for the PZT. The frequency axis is calibrated by noting the voltage required to tune across one full FSR, using a scan of the form shown in Fig. [5.7] We fitted the triangular waveform recorded from the 8-bit oscilloscope by an ideal ramp function to alleviate the effects of digitization noise. This step is essential to get a good calibration of the frequency axis unless a higher bit resolution is used. Using this calibration, a Lorentzian fit to the resonances yields a 3 dB cavity linewidth of $\nu_{\text{FWHM}} = 200$ kHz, in accordance with the initial design.
Figure 5.7: Left: Time traces of the reflected power (green), transmitted power (red) and the voltage ramp applied to the PZT (blue). We can see that the mode matching is good with $\sim 15\%$ power coupled into higher order modes. The recorded voltage ramp is fitted to a linear ramp function to calibrate the frequency axis, by noting the voltage change required to scan from one fundamental resonance to another (one FSR = 61 MHz). Right: An expanded view of the transmission and reflection resonances, showing Lorentzian fits with a $\Delta \nu_{\text{FWHM}} = 200$ kHz.

### 5.2.3 Locking cavity to the laser

The filter cavity is very narrowband and hence the pump laser would drift away from the peak of the resonance. Since we want to maintain maximum power transmission through the cavity to pump the on-chip microrings, we lock the cavity length to the laser to keep it on resonance by actuating on the PZT. The circuit used for locking the cavity transmission to the peak of the resonance is shown in Fig. 5.8 [272]. The PZT is modulated by the oscillator output of a lock-in amplifier at frequencies $\Omega_{\text{mod}}/2\pi = 1 - 20$ kHz. Initial experiments used a Signal Recovery 7265 lock-in amplifier, but recent experiments using the Zurich Instruments MFLI have shown better robustness and stability of the lock. Further improvement in stability could be achieved with a Pound-Drever-Hall lock using the MFLI or the HF2LI as it would tremendously increase the servo bandwidth. The reflected beam
Figure 5.8: Circuit used for dither locking the filter cavity to the laser, consisting of a lock-in amplifier and a proportional-integral (P-I) feedback loop. Initial experiments used the New Focus velocity tunable laser and a Signal Recovery 7265 lock-in amplifier. Improved and more stable locking was achieved by switching to a RIO Orion laser and a Zurich instruments MFLI lock-in amplifier. Green lines: optical paths. Blue lines: electrical signal paths.

from the cavity is monitored on a photodiode. The photocurrent is sent to the lock-in amplifier, where it is demodulated by mixing with a phase shifted version of the modulation signal and low pass filtering to generate the error signal $e(t)$. Initially, a voltage ramp is sent to the PZT in addition to the modulation signal to observe resonances in the reflected optical power. The phase shift of the modulation is controlled to maximize the slope of the error signal as the cavity is scanned across the resonance peak. A typical optimized error signal observed on the oscilloscope is shown in Fig. 5.9. Once the phase shift is optimized, the voltage ramp is switched.
off and the error signal is sent to a proportional-integral (P-I) feedback loop. In our experiments, we used the Newport servo LB1005 to implement the P-I controller. The P-I signal is fed back to the piezo controller to maintain the error signal close to zero and hence keep the cavity resonance locked to the laser frequency. The method used here is termed as dither top-of-fringe locking, since the bandwidth of the feedback system is well below the linewidth of the cavity.

This method of modulation (of the cavity length) and demodulation (of the photodiode signal) is necessary to generate an error signal that can discriminate between the two sides of the resonance. The transmission or reflection signal is a symmetric Lorentzian about the resonance frequency. When the cavity drifts off resonance, these symmetric signals are not able to discriminate between the two sides since they have the same sign. However, the derivative of the Lorentzian has opposite signs on the two sides of the resonance, and hence it can be used
as a discriminating signal to tell the feedback system in which direction the cavity length should be changed. A small dithering of the cavity length produced by the modulation signal followed by the demodulation of the resulting photocurrent provides us with the required derivative. Mathematically, the modulation produces sidebands at Fourier components $\Omega$ about the resonance frequency $\omega_0$. Expanding the photodiode voltage about the resonance frequency,

$$V(\omega_0 + \alpha \cos(\Omega t)) \approx V(\omega_0) + \frac{dV}{d\omega} \bigg|_{\omega_0} \alpha \cos(\Omega t)$$

where $\alpha$ denotes the maximum frequency excursion produced by the modulation and is proportional to the modulation amplitude. Lock-in demodulation picks out the coefficient of $\cos(\Omega t)$, i.e. $\alpha \frac{dV}{d\omega} \big|_{\omega_0}$, which has the desired property of being zero at $\omega_0$ and having opposite signs on the two sides of the resonance. Note that $\Omega/2\pi \ll \Delta \nu_{\text{FWHM}}$ in our experiments, which is conventionally called the dither locking regime. A higher bandwidth lock can be achieved by the Pound-Drever-Hall method ($\Omega/2\pi > \Delta \nu_{\text{FWHM}}$), but that requires feeding back on an actuator that responds faster, such as the laser diode current instead of the cavity PZT.

A few empirical points are worth mentioning here to achieve a stable lock and a good error signal. The scan speed of the voltage ramp should be at least 100 times lower than the modulation frequency to observe clean error signals. Additionally, the modulation amplitude of the oscillator signal might need to be large ($\sim 0.01$ V at the piezo controller input) when optimizing the error signal, but it should be reduced to $\sim 0.002$–0.004 V to achieve a stable lock. There is some residual modulation visible after the lock is engaged. While the phase of the error signal is optimized before turning the lock on, one might need to change it by 180 ° to produce the correct slope of the discriminating signal for the feedback loop to restore any deviations from resonance. The output time constant of the low pass filter of the lock-in should be chosen to be about twice the inverse of the modulation.
Figure 5.10: Intensity noise characterization of the New Focus velocity laser after transmission through the filter cavity. The large excess noise even after filtering is due to phase to amplitude noise conversion within the cavity. The phase noise of this tunable external cavity diode laser is bad because of the high frequency jitter.

frequency. A time constant much larger than this results in a low SNR for the error signal along with a phase delay. A small time constant leads to inadequate low pass filtering, and the lock is short lived with residual modulation appearing on the error signal.

5.2.4 Laser amplitude noise after filtering

We next measure the laser amplitude noise after filtering through the narrowband cavity implemented above. First, we lock the cavity to the New Focus velocity laser used in Chapter 3 and record the noise in the transmitted beam using the same method as in the beginning of 5.2. The noise observed on an RF spectrum analyzer is depicted in Fig. 5.10. Surprisingly, we still see significant excess noise in the transmitted beam after the cavity. A word of caution is in order here. We were unable to lock the cavity in a stable and robust fashion to the Velocity laser
due to the frequency jitter. The Velocity laser jitters by approximately 3 MHz over a timescale of 5 ms. Being a tunable external cavity diode laser, the phase noise performance is much worse than, say, single-frequency non-tunable lasers. The large phase noise is converted into amplitude noise by the cavity – we will discuss this phase to amplitude noise conversion in detail later in this chapter.

To overcome the issue of large excess noise, we look for lasers which have inherently a lower noise. Single-frequency non-tunable (or very narrowly tunable) lasers are a natural choice for this purpose. We measured the intensity noise of one such laser, the NP Photonics Rock fiber laser, and observed significant improvement of noise after filtering through the narrowband cavity [Fig. 5.11]. This laser is specified to have an intensity noise peak around 1 MHz. In the bottom panel of Fig. 5.11 we plot the intensity noise before and after the cavity as a function of the optical power incident on the detection system. We see that a noise reduction of more than 25 dB is seen at a sideband frequency of 3 MHz, for an optical power of 50 µW. The black line in this plot is not a fit to the measured data points but an independently calibrated shot noise level. Thus we see that the single frequency fiber laser, after passing through the filter cavity, is shot noise limited to within the precision of our measurement. The shot noise level does not look visibly linear because of the logarithmic scale on the y-axis. The stark difference in the noise performance of widely tunable lasers and non-tunable lasers was observed to be a recurring theme in the work presented in this thesis, both in the quantum optics experiments as well as in frequency comb generation setups. Alternatives to the Velocity such as the widely tunable Tunics Reference laser also suffered from the high noise and jitter issues. In other words, if we have access to electrical or mechanical knobs to change the frequency of the laser, then thermal fluctuations, acoustic vibrations and mechanical disturbances can also perturb the
Figure 5.11: Top: The intensity noise level of a single-frequency narrow linewidth laser (NP Photonics Rock @ 1550 nm) before (green) and after (blue) the filter cavity. The intensity noise above 2 MHz drops down to the shot noise level due to the narrowband filtering effect of the cavity. The low frequency noise is higher than that without the cavity due to phase-to-amplitude noise conversion close to the linewidth of the cavity. Bottom: Intensity noise at 3 MHz as a function of the optical power incident on the detection system. The black line is not a fit to the measured blue circles, but an independently calibrated shot noise level. We see a more than 25 dB reduction in excess noise at optical powers of 50 µW, and larger reductions are expected for higher powers. The transmitted beam is shot noise limited for all the powers measured here.
laser through the same knobs, sometimes on much faster timescales, resulting in a higher amplitude and phase noise.

From the experiments of this section, the combination of a single frequency narrow linewidth laser (e.g. the NP Photonics Rock or the RIO Orion) combined with a locked filter cavity is concluded to be a reasonable choice for a pump laser with shot-noise-limited intensity fluctuations.

5.3 Phase noise measurement for phase squeezing and entanglement

Up to this point, we have focused exclusively on intensity noise measurements. To demonstrate entanglement, as well as to further characterize the noise properties of the pump laser, we need a technique that is capable of measuring phase quadrature fluctuations.

The typical method to measure phase noise is homodyne detection, a schematic of which is illustrated in Fig. 5.12. A strong local oscillator beam (LO) is interfered with the weak signal beam to be measured on a 50:50 beam splitter. The LO beam has significantly more power than the signal beam, and can be treated classically. By varying the phase of the LO beam, one can access the fluctuations in any desired quadrature.

A critical aspect of homodyne detection is that the weak beam to be measured and the LO need to be phase coherent with each other. In our FWM source of squeezed light, the signal and idler modes are separated by 10–40 nm away from the pump. This precludes the possibility of using a part of the pump beam
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Figure 5.12: Homodyne detection technique for phase-sensitive noise measurement. A strong local oscillator (LO) is mixed with the weak beam to be measured on a 50:50 beam splitter. The two outputs are detected on a balanced detection system. By varying the phase of the LO beam, one can measure any desired quadrature of the weak field. The strong LO can be treated classically here.

or its modulated sidebands as local oscillators.

Since homodyne detection is not an option for quadrature characterization in our scheme, we have to explore other possibilities, some of which include:

1. The use of independent lasers at the signal and idler wavelengths as LOs for homodyne detection at those wavelengths. They would need to be phase locked to the pump beam \([276]\), which is a nontrivial task.

2. An unbalanced Mach-Zehnder interferometer \([277]\). While this method works very well for bright signal and idler beams, it provides access to the amplitude or phase quadrature, and not to an arbitrary quadrature.

3. Analysis cavities with linewidths less than the measurement frequency \([177]\)
This scheme can provide access to arbitrary quadratures provided that certain conditions on the cavity linewidth are satisfied. Hence, we choose this scheme in our experiments.

The last two methods are in some sense a self-homodyne technique, in that the mean field or the carrier of the signal field itself is used as a LO to measure the quadrature fluctuations at the sideband frequencies, a few MHz away from the carrier. These methods are valid for bright signal and idler field, i.e. those with a nonzero mean field, \( a_s \neq 0 \).

Method 3 above, which we henceforth refer to as the method of using analysis cavities, uses the core aspect of an interferometer/cavity. An interferometer’s primary use is the conversion of phase information into intensity information that can be detected directly by a photodetector. A cavity is an interferometer folded upon itself to enable resonant buildup of power through multiple passes of light, but it still fulfills the purpose of phase-to-amplitude conversion. This finds applications in interferometric phase sensing and cavity enhanced phase detection.

Not surprisingly, an interferometer or a cavity not only transduces the phase of the mean field into intensity information, but also converts the phase fluctuations into amplitude fluctuations. An accessible but excellently detailed treatment of this has been provided by Villar [278], and had previously been explored by Galatola et al. [279] in the context of squeezed light. Mathematically, let us consider an electric field with the annihilation operator \( a(t) = \alpha + \delta a(t) \), where \( \langle a(t) \rangle = \alpha = |\alpha| \exp(i\phi) \), and \( \delta a(t) \) represents the small signal fluctuations about the mean value \( \alpha \). For bright beams, \( |\alpha| >> |\delta a(t)| \). Using the mean field’s phase \( \phi \) as the reference to define the amplitude and phase quadrature fluctuation operators \( \delta p(t) \)
and $\delta q(t)$ respectively, we have,

$$\delta p(t) = e^{-i\varphi} \delta a(t) + e^{i\varphi} \delta a^*(t),$$  \hspace{1cm} (5.6)

$$\delta q(t) = -i[e^{-i\varphi} \delta a(t) - e^{i\varphi} \delta a^*(t)],$$  \hspace{1cm} (5.7)

The corresponding frequency components at a sideband frequency $\nu$ are then defined by,

$$\delta p(\nu) = e^{-i\varphi} \delta a(\nu) + e^{i\varphi} \delta a^*(-\nu),$$  \hspace{1cm} (5.8)

$$\delta q(\nu) = -i[e^{-i\varphi} \delta a(\nu) - e^{i\varphi} \delta a^*(-\nu)].$$  \hspace{1cm} (5.9)

where we have used the relation that the Fourier transformed component of $\delta a^*(t)$ is $\delta a^*(-\nu)$. These expressions show that the quadrature operators in the frequency domain are linear combinations of the upper and lower sideband frequency components of the field. It is also seen that the amplitude fluctuation operator is in phase with the field whereas the phase fluctuation operator is in quadrature (out of phase by $\pi/2$) with the field. The phase of the mean field or the carrier, $\varphi$, determines the phase of the “LO” in this scheme. For instance, if we change $\varphi \rightarrow \varphi + \theta$, we end up with,

$$\delta p'(\nu) = e^{-i(\varphi+\theta)} \delta a(\nu) + e^{i(\varphi+\theta)} \delta a^*(-\nu),$$  \hspace{1cm} (5.10)

$$\delta q'(\nu) = -i[e^{-i(\varphi+\theta)} \delta a(\nu) - e^{i(\varphi+\theta)} \delta a^*(-\nu)].$$  \hspace{1cm} (5.11)

In other words, if we change the phase of the carrier $\varphi$ with respect to the phase of the sidebands, we can access any arbitrary quadrature in the detected “amplitude” quadrature $\delta p$, which can be directly measured If $\theta = \pi/2$, $\delta p'$ corresponds to the phase quadrature and $\delta q'$ corresponds to the amplitude quadrature, reversing their initially defined roles. A similar effect happens when the phase of one of the sidebands is changed with respect to the carrier and the other sideband.
The important thing to note is that $\delta p$ and $\delta p'$ are proportional to the intensity fluctuations which can be obtained from the photocurrent’s RF component at a sideband frequency $\nu$.

How do we impart a phase shift to the carrier or to one sideband without affecting the other sideband? We do this with the help of an optical cavity near resonance, whose linewidth is comparable to the RF sideband frequency we are interested in. We call this cavity an “analysis cavity”, to distinguish it from the previously discussed filter cavity. In fact, as long as the linewidth is less than $\nu_{\text{RF}}/\sqrt{2}$, one can observe complete conversion of phase to amplitude quadrature fluctuations when the analysis cavity is detuned by $\Delta \nu_{\text{FWHM}}/2$. Following the algebraic treatment in [269, 278], it can be shown that the power spectrum of fluctuations of the reflected beam is related to the input fluctuations by:

$$S_R(\Delta, \nu') = |g_p|^2 S_p(\nu') + |g_q|^2 S_q(\nu') + |g_{vp}|^2 + |g_{vq}|^2,$$

(5.12)

where $\nu'$ and $\Delta$ are the RF sideband frequency and the analysis cavity detuning normalized to the cavity bandwidth, $S_p$ and $S_q$ are the amplitude and phase quadrature fluctuations of the input beam, and $g_p$, $g_q$ are coefficients dependent on the cavity detuning whose full expressions can be found in appendix E. $g_{vp}$ and $g_{vq}$ are contributions from vacuum fluctuations entering through spurious losses or nonunity reflectivity of mirrors (except for the input mirror). It turns out that for $\Delta = \pm 0.5$, complete conversion of phase to amplitude fluctuations is observed because $g_p \approx 0$ and $g_q \approx 1$.

The designed cavity is shown in Fig. 5.13. It comprises a flat mirror and a concave mirror (radius of curvature = 60 cm), each mirrors with reflectivities > 99.8% and a flat input coupling mirror with a reflectivity of 98% for s-polarization. The total cavity length is 90 cm, resulting in an FSR of 330 MHz. The finesse is
Figure 5.13: Schematic of an analysis cavity that rotates the noise ellipse. The output amplitude fluctuations reflected from the cavity are linear combinations of the input amplitude and phase fluctuations depending on the cavity detuning, and can be used to detect phase quadratures.

\[ S_R(\Omega) = |g_p|^2S_p(\Omega) + |g_q|^2S_q(\Omega) + |g_{vp}|^2 + |g_{vq}|^2 \]
Figure 5.14: Full experimental setup for phase sensitive detection of quadratures of the signal and idler fields. The PZT on the analysis cavities, and the mode-matching and polarization optics are not shown.

230, and the linewidth of the analysis cavity is measured to be 1.4 MHz.

The entire experimental setup including the filter cavity and the analysis cavities is shown in Fig. 5.14.

We have seen evidence of phase noise reduction in the pump beam transmitted through the filter cavity, down to the shot noise level. The quality of lock between the filter cavity and the laser is not sufficiently stable and robust to make reliable measurements. Phase sensitive detection is currently hindered by thermal fluctuations, mechanical vibrations and air currents in the laboratory.
Preliminary experimental data show that the sum of the phase quadratures of the two beams exhibits lower noise than the difference of their phase quadratures, when the microring OPO was pumped with a filtered pump beam. On the other hand, an unfiltered pump beam produced much higher noise for the sum of phase quadratures than the difference, indicating the presence of classically correlated phase noise in the unfiltered beams. Nonetheless, we observe excess noise above the shot noise level for the sum of phase quadratures even for the filtered beam. This can be attributed to multiple reasons. First, the stability of the filtered pump beam in terms of its time-varying amplitude was low, and hence the OPO had to be operated much further above threshold (> 20%) than for intensity-difference measurements. The degree of phase-sum squeezing decreases above the oscillation threshold, unlike intensity-difference squeezing which stays locked to its maximum value above threshold [269]. A more stable operation of the filter cavity would enable phase quadrature measurements closer to threshold, and possibly show evidence of squeezing and consequent entanglement. A second essential factor for the absence of phase-sum squeezing was realized through theoretical calculations performed after the experimental data were acquired – the FWM process causes rotation of quadratures due to self- and cross-phase modulation. The squeezed quadratures are not the sum and difference of the pure amplitude and phase quadratures, but their rotated versions [215]. What this implies is that the unrotated quadratures have excess noise, in accordance with our experimental observations. Careful choice of the relative detunings of the analysis cavities should enable us to access these optimally squeezed quadratures.
5.4 Summary and outlook

We have demonstrated strong shot-noise-limited intensity correlations of 22 dB between asymmetric signal and idler modes produced by nondegenerate FWM. This chapter discussed in detail the characterization of the pump laser noise, which affects measurements of the squeezing level. To mitigate the effects of excess noise in the pump, a filter cavity was designed and inserted between the laser and the chip. A reduction of intensity and phase noise greater than 25 dB was observed in the pump beam after being transmitted through the cavity. A reduction in pump noise paves the way for phase-sum squeezing measurements and a demonstration of on-chip entanglement.
CHAPTER 6
DUAL COMB SPECTROSCOPY

Breaking away from the nonclassical theme of the previous chapters, we will investigate a classical application of nonlinear microresonators in this chapter - that of generating frequency combs. The application of nonlinear microresonators for comb generation has arguably been investigated much more extensively than their quantum applications. With the aim of realizing a promising novel technique that has gained momentum over the last 15 years – dual comb spectroscopy (DCS), we will describe the production of single frequency combs, and then move on to the generation of two frequency combs on the same chip from a single laser. We also show a proof-of-principle demonstration of real-time broadband spectroscopy using the realized dual comb source. Additionally, we study comb formation dynamics using the same technique. Note that the devices used to generate frequency combs are very similar to the ones we used for generating squeezed light, but they are pumped at much higher powers (7-10 dB) above the oscillation threshold. 

6.1 Introduction

6.1.1 Frequency combs

Optical frequency combs \cite{260} are a revolutionary technology with widespread applications in precision spectroscopy \cite{280}, microwave signal synthesis \cite{281, 282}, frequency metrology \cite{283}, optical clocks \cite{284}, communications \cite{285, 287} and astronomical spectrograph calibration \cite{288, 292}. A frequency comb consists of a

\footnote{This chapter has been submitted for peer review}
sequence of hundreds or thousands of narrow, discrete spectral lines equidistant in frequency, separated by the repetition rate $f_{\text{rep}}$. First demonstrated around the turn of the century using femtosecond mode-locked lasers \[293, 295\], combs have been miniaturized to the chip scale based on the Kerr nonlinearity using high quality factor (Q) microresonators \[35, 53\]. The past decade has seen the development of numerous platforms for generating such microresonator-based frequency combs, including silica \[47, 296\], silicon nitride (Si$_3$N$_4$) \[208, 254\], crystalline fluorides \[297, 299\], Hydex glass \[49\], aluminum nitride \[50\], diamond \[36\], silicon \[51\] and AlGaAs \[52\]. These microresonators, when pumped by a monochromatic continuous wave (cw) laser, generate frequency sidebands through four-wave mixing (FWM) parametric oscillation and undergo nonlinear dynamics to produce a comb of frequencies that can span an octave of bandwidth \[255, 300\].

6.1.2 The technique of dual-comb spectroscopy (DCS)

Dual comb spectroscopy (DCS) is a novel technique that was introduced by Schiller in 2002 \[301\]. It enables broadband optical sampling of molecular absorption spectra with high signal-to-noise ratio (SNR) and tens-of-µs acquisition times, without any moving parts, through use of the high coherence of the comb lines \[301-307\]. This technique utilizes two frequency combs with slightly different repetition rates, $f_{\text{rep1}}$ and $f_{\text{rep2}} = f_{\text{rep1}} + \Delta f_{\text{rep}}$. The heterodyne beating between these two combs generates a sequence of beat notes in the radio-frequency (RF) domain, spaced by the difference in repetition rates $\Delta f_{\text{rep}}$, ensuring a one-to-one mapping of the optical comb lines to the RF beat notes. This beating down-converts the spectral information spanning tens to hundreds of THz in the optical domain to a few GHz in the RF domain [Fig. 1]. DCS has been traditionally implemented using
stabilized as well as free running mode-locked Ti:sapphire or fibre lasers and therefore often requires bulky tabletop setups.

6.1.3 Chip-based dual combs

Chip-based frequency combs have the potential to implement DCS in a compact and robust integrated platform. Such combs typically have larger line spacings \((f_{\text{rep}} > 10 \text{ GHz})\) than their counterparts based on mode-locked lasers. Since \(\Delta f_{\text{rep}} \ll f_{\text{rep}}\) to prevent aliasing, a larger repetition rate permits a larger \(\Delta f_{\text{rep}}\), which corresponds to a smaller minimum acquisition time to resolve the beat notes. This enables faster measurements than those possible with laser-based dual combs, especially for spectroscopy in the solid or liquid phase, where materials exhibit broad spectral features. The improvement in speed is in addition to the usual benefits of conventional dual-comb spectrometers, namely, the absence of moving mechanical parts, and the ability to perform absorptive and dispersive measurements with a single photodetector \([301]\). The dual comb heterodyning technique in microresonators has also been used for massively parallel coherent detection for communications \([55]\).

The challenge in performing DCS using an integrated platform lies in the requirement for mode-locking each of the combs generated in both microcavities and aligning their resonance wavelengths to a single external pump laser wavelength (in order to ensure high relative coherence between the two spectral combs). Two experiments have demonstrated on-chip integration of dual combs using semiconductor disk lasers \([309]\) and quantum cascade lasers \([310]\), with narrow optical bandwidths of 0.08 THz and 0.96 THz, respectively. The development of a dual-comb source based on Kerr nonlinear microresonators, used in combination with
dispersion engineered waveguides, has the potential to increase the bandwidth by orders of magnitude without compromising the device footprint or the on-chip integration capability. Recently, Suh et al.\[311\] demonstrated dual combs based on wedge resonators using two separate chips pumped by two independent lasers, but these combs are limited in their optical bandwidth due to dispersion, and in their achievable relative coherence time without using active locking of the two lasers. Similarly, Yu et al. \[312\] reported mid-infrared DCS using two separate chips pumped by an optical parametric oscillator.

In this chapter, we present for the first time the generation of dual Kerr frequency combs on a single chip, using a single pump laser and dispersion-engineered Si$_3$N$_4$ microrings to produce wide optical bandwidths and long coherence times. We demonstrate soliton modelocking of both combs using integrated thermal tuning, leading to narrow microwave beat notes with linewidths $< 10$ kHz and sech$^2$ shaped optical spectra spanning 51 THz with minimal mode crossings. Thermal tuning based on platinum microheaters also allows us to use a low-noise non-tunable laser as the pump, resulting in a long mutual coherence time of 100 $\mu$s even without active feedback and stabilization. Furthermore, we use one of the soliton mode-locked combs as a reference and investigate the generation dynamics of the second comb as the latter is tuned into the mode-locked state by measuring the intercomb beat note, thus illustrating the power of the dual-comb heterodyne technique to study the formation dynamics of frequency combs. Finally, we perform absorption spectroscopy of dichloromethane in the near-infrared spanning a 170 nm wavelength range, over a fast acquisition time of 20 $\mu$s without any averaging, using the demonstrated dual-comb source.
6.2 Generation and characterization of dual combs

6.2.1 Device design

The dual comb is generated using cascaded Si$_3$N$_4$ microring resonators pumped with a single cw laser. The cascaded rings (R1 and R2) have slightly different nominal radii of 50.04 µm and 49.98 µm respectively [Fig. 6.1(a)], and are coupled to the same bus waveguide. The waveguides have a height of 730 nm and a width of 1500 nm to ensure low anomalous GVD around the pump wavelength of 1561 nm, which allows for broadband comb generation [53, 255, 300]. The coupling gap between the waveguide and the resonator is 350 nm.

We overcome the challenge of aligning the resonances of both high Q rings (loaded Q > 600,000) to the pump wavelength by fabricating integrated platinum microheaters on top of the Si$_3$N$_4$ rings to tune the resonance wavelength of the rings using the thermo-optic effect. This is in contrast to what has been done in most previous experiments with Kerr combs, where the laser wavelength is tuned to a cavity mode of the microresonator [265]. The microheaters have highly localized heat flow, reduced thermal crosstalk [87] and fast response times, and enable us to stably and repeatedly tune the rings into resonance with the pump in tandem [62, 239, 240, 313]. Importantly, the heaters can tune the resonance by more than one full free spectral range (FSR), and hence compensate for fabrication variations in the rings’ radius. The rise and fall times of the microheaters are 24 µs and 22 µs respectively, as shown in Chapter 2 which allow us to tune into resonance at speeds of ~ 50 MHz/µs [313]; this is significantly faster than using Peltier elements to tune the temperature of the entire chip.
Figure 6.1: Cascaded microring resonators for dual comb generation. (a) Schematic of the device. A cw laser pumps the silicon nitride waveguide, which is coupled to two silicon nitride rings, R1 and R2. Through parametric oscillation and cascaded four-wave mixing, rings R1 and R2 generate frequency combs with repetition rates $f_{\text{rep}1}$ and $f_{\text{rep}2}$ respectively. The insets show schematic optical spectra after the first and second rings. The spectrum detected at the output of the chip using a fast photodiode shows a series of beat notes in the RF domain. Note that while the optical spectrum insets span several tens of THz, the RF spectrum spans only a few GHz enabling ease of detection in the electronic domain. (b) Optical microscope image of the fabricated device showing the silicon nitride rings with integrated platinum micro-heaters.
6.2.2 Experimental setup

A continuous wave (cw) RIO Orion laser at 1561.4 nm with a narrow line-width of $< 3$ kHz is used as the pump. It is amplified by an erbium doped fibre amplifier (EDFA) and filtered by a 27.5 GHz bandwidth DWDM add-drop filter centered at 1561.42 nm to mitigate the amplified spontaneous emission noise generated by the EDFA. The phase noise is specified at 50 $\mu$rad Hz$^{-1/2}$ m$^{-1}$ at 10 Hz offset and 1.5 $\mu$rad Hz$^{-1/2}$ m$^{-1}$ at 10 kHz offset, normalized to a 1-m path.
difference. The output power was 21 mW. We attenuated the laser output by 10 dB before sending it to the EDFA. The EDFA had a noise figure of 4.8 dB (@-6 dBm input power) and was operated to output ∼ 300 mW. A fiber polarization controller (FPC) before the chip and a polarizer after the chip are used to couple to the fundamental transverse electric (TE) mode of the bus waveguide using a lensed fibre. The waveguide is coupled to rings R1 and R2, which have platinum microheaters on them to enable thermal tuning of the rings’ resonance wavelength using the thermo-optic effect. Light is coupled out of the chip using a 40x aspheric lens. The microheaters are driven using tungsten probes by an arbitrary waveform generator (AWG) in burst mode, with a staggered delay of 0.85 ms between the burst triggers of the two voltages V1 and V2 applied to the heaters on rings R1 and R2 respectively. On coupling 110 mW of power into the bus waveguide and applying the requisite voltages to the rings (shown in Fig. 6.3(e)), soliton mode-locked dual combs are generated. A part of the output of the chip is sent to an optical spectrum analyzer (OSA) to monitor comb formation. The rest is sent to another DWDM add-drop filter to separate the pump and the dual comb. The pump and the generated dual comb are both sent to separate photodiodes and the DC component is monitored on an oscilloscope. The dual comb is also sent to a 45 GHz fast photodiode (Newport 1014) which had a rise time of 9 ps, a responsivity of 0.45 A/W and a noise-equivalent power of 45 pW Hz$^{-1/2}$. For dual-comb spectroscopy, a cuvette with a path length of 10 mm, containing the sample to be measured (dichloromethane in our experiment) is placed in the path of the dual comb. The RF output of the fast photodiode is amplified using a three stage broadband amplifier (Centellax OA4MVM3) with a bandwidth of 40 GHz and sent to a 36 GHz oscilloscope (LeCroy LabMaster 10 Zi-A, 8-bit resolution, 80 GSa/s). The amplifier had a gain of ∼ 27 dB and an rms timing jitter of 0.5 ps. A time
domain trace of the dual-comb multiheterodyne beating is acquired, followed by a fast Fourier transform (FFT) to obtain the RF beat notes. The fast oscilloscope can also be used as an RF spectrum analyzer for measuring the linewidth of the beat notes.

### 6.2.3 Single and dual comb generation

The heaters enable tuning of either one or both rings into resonance to generate frequency comb spectra spanning 51 THz (400 nm) near the pump wavelength of 1561.4 nm, as shown in Fig. 6.3(a)-(c). We excite ring R1 with $\sim 105$ mW of power in the bus waveguide and tune its heater without tuning the heater on R2 to generate the spectrum shown in Fig. 6.3(a). Similarly, Fig. 6.3(b) shows the spectrum obtained by tuning the heater on R2 without tuning the heater on R1. These individual comb spectra allow us to characterize the mode spacings of the combs to within the 0.01 nm resolution of the optical spectrum analyzer (OSA). Both rings generate a spectrum spanning 400 nm (51 THz). We infer a mode spacing $f_{\text{rep}1} = 451.4 \pm 0.4$ GHz for the R1 comb and $f_{\text{rep}2} = 452.8 \pm 0.4$ GHz for the R2 comb. The difference between the mode spacings of the combs is $\Delta f_{\text{rep}} = 1.4 \pm 0.8$ GHz, which is well within the bandwidth of commercially available fast photodiodes, whereas the repetition rate frequency of each individual comb is much larger than what can be directly detected with fast photodiodes. This is true in general for microresonator combs, which have repetition rates from tens to hundreds of GHz. Thus, the dual comb technique frequency downconverts the repetition rate of microresonator combs making it amenable to study the repetition rate beat note using fast photodiodes. Note that the large error bar in $\Delta f_{\text{rep}}$ is limited by the resolution of the OSA, and RF heterodyne beating measurements...
Figure 6.3: **Optical spectra of the generated combs.** (a)-(c) Generated spectrum when the heaters on (a) R1, (b) R2 and (c) both rings are tuned to resonance with the laser. The OSA resolution was set to 0.01 nm. The insets show top-view infrared CCD camera images showing which of the two rings are on resonance with the laser. The waveguide has been false colored for clarity. The generated combs are in the single-soliton mode-locked state. The solid red and green lines are fits to a sech$^2$ spectral envelope. The zoom-in inset in (c) and (d) also reveals the dual comb with pairs of lines closely spaced in wavelength. (d) A dual-comb state with a single soliton in R1 and two solitons in R2. By changing the magnitude of the final upward voltage ramp shown in (e), one can choose the number of solitons in the final mode-locked state. As an example, the state shown here has a single soliton in R1 and two solitons half a roundtrip apart in R2 (harmonic mode-locking). (e) Time domain traces of the voltage ramp used to access the mode-locked states of both the rings. The blue (green) line represents the voltage applied to the heater on R1 (R2). The purple line represents the converted comb power (excluding the pump), vertically offset for clarity. The inset shows the distinct stages of comb formation in R1, including the high-noise state (I), multi-soliton states (II and III) and the single soliton state (IV).
shown later determine $\Delta f_{\text{rep}}$ to a much higher accuracy. Fig. 6.3(c) shows the spectrum of the dual comb generated when both R1 and R2 are on resonance with the laser. As can be seen from the inset of Fig. 6.3(c), pairs of closely spaced modes are clearly distinguishable, indicating a dual comb spectrum. It is worth noting that $\Delta f_{\text{rep}}$ is much larger than the linewidth of each cavity mode (230 MHz for R1, 310 MHz for R2), so that the comb lines generated in R1 are not resonant with the cavity modes of R2, except for the pump. This ensures that the comb lines from R1 do not couple into the R2 resonances and interact with the comb lines in R2, despite the cascaded geometry.

### 6.2.4 Beat note spacing

The beat note spacing between the combs generated in rings R1 and R2 is theoretically determined by the difference in the radius of the two rings as well as the electrical power delivered to the microheaters. The rings were designed to have radii of 49.98 $\mu$m and 50.04 $\mu$m, which corresponds to an inherent nominal difference in their free spectral range (FSR) of 540 MHz. The heaters on R1 and R2 were driven with average powers of 94 mW and 30 mW respectively to make them resonant with the pump in tandem, which is responsible for a larger $\Delta f_{\text{rep}} = 1.12$ GHz, as we will see later.

It is important to note that $\Delta f_{\text{rep}} = 1.12$ GHz is larger than the cavity linewidth ($\sim 230$ MHz for R1, 310 MHz for R2, see Fig. 6.4), hence the comb lines generated in R1 do not resonantly couple into the longitudinal cavity modes of R2. Avoiding this coupling is essential to generate two separate combs with slightly different repetition rates, and prevent feeding of the second ring by the first comb. The rings are tuned such that the pump is the only wavelength that resonantly couples...
Figure 6.4: **Quality factor of microrings.** The full width at half maximum (FWHM) of the resonance estimated from the Lorentzian fit to the transmitted optical power is 230 MHz for R1 (left) and 310 MHz for R2 (right). This corresponds to loaded quality factors of 830,000 and 620,000 respectively. The power in the bus waveguide off resonance was approximately 20 µW for this measurement. Note that the FWHM is smaller than the beat note spacing of 1.12 GHz.

to both rings. Smaller beat note spacings $\Delta f_{\text{rep}} < 100$ MHz should be achievable using a parallel geometry instead of the cascaded or series geometry for the rings. In other words, the rings could be coupled to two separated bus waveguides, thus eliminating the possibility of the lines of the first comb feeding into the second ring. The loaded Q of the rings is 830,000 for R1 and 620,000 for R2. The rings are over-coupled, and the corresponding intrinsic Q is estimated to be $Q_{t,R1} \sim 5.7 \times 10^6$ and $Q_{t,R2} \sim 4.2 \times 10^6$ respectively. Significantly higher Q's up to $3.6 \times 10^7$ have recently been reported using improved fabrication techniques such as chemical mechanical planarisation, etching with reduced sidewall roughness, and multipass lithography [77]. Silicon nitride microrings fabricated with these improved techniques would enable a smaller beat note spacing even with a cascaded geometry since they would have an order of magnitude reduction in the resonance linewidths over the devices used in this work.
6.2.5 Soliton modelocking

The difficulty in experimentally accessing the mode-locked regime of Kerr combs lies in the thermal shift of the resonance, which occurs on much slower timescales than the Kerr-nonlinear response. Tuning the rings into resonance with the pump at a slow speed typically leads to the formation of high-noise combs with multiple broad RF beat notes \[212, 264, 300\]. This can be explained by the fact that the high noise state exists on the blue-detuned side of the resonance, where thermal shifts make the comb self-stable \[314\]. In the blue-detuned regime, when a random increase in the intracavity power causes the ring resonance to thermo-optically redshift, the detuning increases, leading to a decrease in the intracavity power. This in turn reduces the intracavity power. Such a negative thermal feedback mechanism ensures that the ring always remains blue detuned on resonance. Low-noise mode-locked states exist on the red-detuned side of the resonance, which by itself is thermally unstable. These mode-locked states, which correspond to temporal dissipative Kerr cavity solitons propagating in the microresonator, can be stably accessed by tuning into the red-detuned side of the resonance at an appropriate speed, so that the soliton state is reached when the cavity is close to its equilibrium temperature \[265, 313\].

By engineering the thermal tuning of the heaters with respect to the comb, we independently tune the two rings at sufficiently fast timescales and achieve modelocking of the two spectral combs using a fixed-frequency pump laser. The combs generated in R1 and R2 exhibit single-soliton modelocking with sech\(^2\)-spectral envelopes without significant mode crossings. We tune into the low-noise mode-locked states of both the combs by applying a voltage ramp to the microheaters of rings R1 and R2 over a period of 50 µs using an arbitrary waveform generator, corre-
sponding to a scan speed of 20 kHz as shown in Fig. 6.3(e), and as detailed in Ref. [313]. The corresponding rate of change of the ring’s resonance frequency is estimated to be \( \sim 50 \text{ MHz per } \mu \text{s} \). The downward voltage ramp is applied on a ring when the pump laser is initially on the blue-detuned side of the ring resonance which blueshifts the ring resonance towards the pump laser. A final increase in voltage redshifts the resonance, providing us deterministic access to the soliton states. When the pump wavelength is on the red-detuned side of the resonance, we observe a series of abrupt steps in the pump transmission concomitant to the formation of multi-soliton states with different numbers of solitons propagating per roundtrip around the microring, similar to what has been routinely observed in recent work on soliton modelocking [206, 265, 313]. Optimization of the voltage ramp parameters permits us to reach the same mode-locked state for single frequency combs on each microheater scan. Dual comb generation, while successful on each scan, occasionally requires multiple scans to reach a desired soliton state due to the influence of R1’s transmitted pump on R2. By controlling the magnitude of the final upward voltage ramp, one can control the number of solitons present in the comb. For example, Fig. 6.3(d) depicts a spectrum with a single soliton state in R1 and a two-soliton harmonic mode-locked state in R2. Note that recent experiments have demonstrated soliton modelocking in fibre ring resonators [315], as well as in single microresonators using pump wavelength tuning [265], two-step pump power control [206, 316] and integrated thermal tuning [313]. Here we choose thermal tuning since it allows us to use a fixed-frequency non-tunable low-noise laser [249] (RIO Orion, linewidth < 3 kHz) as the pump and enables independent tuning of the two rings at sufficiently high speeds. Tunable external cavity diode lasers, conventionally used for Kerr frequency comb generation, have a broader linewidth (\( > 100 \text{ kHz} \)), have higher phase noise and frequency jitter,
and are typically not amenable to tuning at the required speeds. It is important to note that the soliton states, once generated, stably exist for hours without any active feedback, in spite of the drifts in fiber-to-chip coupling and pump power.

### 6.2.6 Multiheterodyne RF beat notes

We observe multi-heterodyne beat notes between the combs when both rings are tuned into resonance with the pump laser to generate dual combs. For this measurement, the output of the chip is sent to a wavelength-division multiplexing (WDM) filter to remove the pump. Since the comb lines are symmetric in frequency relative to the pump, the beat notes of the comb lines on the red side of the pump are downmixed to the same RF frequency as the beat notes from the blue detuned side. To avoid this and hence enable one-to-one mapping of the RF beat notes to the optical wavelength, we use short and long pass filters to characterize the beat notes on the shorter and longer wavelength sides of the dual comb. In principle, an acousto-optic modulator (AOM) can be used to frequency shift a portion of the pump and make the two resonators align to the two different wavelengths, which would alleviate the need for filtering the comb. It is worth noting that optical filtering is routinely used to improve the SNR and prevent aliasing in dual comb spectroscopy. The filtered comb is sent to a 45 GHz photodiode followed by a 40 GHz RF amplifier, and the resulting RF signal is monitored on a 36 GHz real-time oscilloscope. In Fig. 6.5(a) we plot the time-domain interferogram over 20 µs. Fig. 6.5(b) shows the same interferogram expanded 2000 times, and a periodic signal is clearly visible repeating every 900 ps (=1/∆f_{rep}). To further elucidate the details of the time domain interferogram, we amplify the filtered dual comb using an L-band EDFA and plot the amplified
Figure 6.5: **Time domain interferogram and RF heterodyne beat notes.** (a) 20 µs interferogram of the mode-locked dual comb acquired with a fast photodiode and a 36 GHz oscilloscope. (b) The same interferogram expanded 2000 times shows periodic pulses at the inverse of the beat note frequency \(1/\Delta f_{\text{rep}}\). Note the different scale on the x-axis compared to (a). (c) The dual comb is amplified by an L-band EDFA and detected to highlight features of the interferogram. This trace is zoomed in by a factor of 80,000 compared to (a). (d) RF multi-heterodyne beat notes obtained by a fast Fourier transform (FFT) on the interferogram in (a). The data reported here was taken with a long pass filter and represents the dual comb lines on the red side of the pump. The beat notes correspond to the dual comb shown in Fig. 6.3(c). A beat note spacing of 1.12 GHz is observed. The inset shows the linewidth of the first beat note, measured with an RF spectrum analyzer with a resolution bandwidth of 2 kHz. We measure a high SNR (60 dB) with a linewidth of 10 kHz, which corresponds to a relative coherence time of 100 µs. (e) RF beat notes of the comb shown in Fig. 6.3(d). The beat notes are spaced by 2.24 GHz as the R2 comb is missing a line in every alternate mode of the ring. In both (d) and (e), the beat notes close to the pump have a high SNR (> 40 dB). The spurious peaks at 5, 10, 15, 20 and 25 GHz are artefacts of the FFT analyzer.
and expanded version of the interferogram in Fig. 6.5(c). A fast Fourier transform (FFT) of the time domain signal yields 27 RF beat notes spaced by 1.12 GHz, which corresponds to the difference in mode spacings of the two combs [Fig. 6.5(d)]. The number of beat notes detected is limited by the noise floor of the FFT and the decreasing power in the comb lines away from the pump. The beat notes below 10 GHz have very high SNR in excess of 40 dB. The center frequency of the first beat note is 1.12 GHz, which is commensurate with the difference in mode spacings estimated from the OSA scans within the uncertainty of the OSA measurement. It also matches reasonably well with the difference in mode spacings calculated based on the radii of R1 and R2 (see Supplementary Information section II).

The soliton mode-locked dual comb exhibits low-noise RF beat notes with a narrow 3-dB linewidth of 10 kHz [Fig. 6.5(d)], which ensures a long relative coherence time $\tau_{rel} = (10kHz)^{-1} = 100 \mu s$. The first beat note has an SNR exceeding 60 dB over a span of 2 MHz with a sweep time of 500 $\mu$s. Our high SNR over fast acquisition times is enabled by (i) a short single-shot acquisition time (limited by $\tau_{acq,min} = 2/\Delta f_{rep} = 1.79$ ns to resolve individual beat notes), and (ii) our ability to perform complete spectral acquisitions well within the relative coherence time $\tau_{rel} = 100 \mu s$. We choose an acquisition time $\tau_{acq} = 20 \mu$s to satisfy the condition $\tau_{acq,min} < \tau_{acq} < \tau_{rel}$. Note that the relative coherence between the two mode-locked combs is high even though the combs are in the free-running state (i.e. there is no active feedback and stabilization) since both the combs are generated from the same low-noise pump laser. The observed beat note linewidth of 10 kHz is not fundamental but is limited by the noise in the arbitrary waveform generator used to control the heaters on the rings. Shorter linewidths (< 1 kHz) at the repetition rate beat note have been reported for single combs without active feedback [57].
and hence it should be possible to reach even longer coherence times using a lower noise voltage source to control the heaters.

6.3 Applications of dual combs

6.3.1 Comb formation dynamics

Figure 6.6: *Dual-comb heterodyne technique to study beat note evolution*. The device used in this measurement had a beat note spacing of 8.6 GHz. Keeping the comb generated in R1 in the mode-locked state, the resonance of R2 is tuned with respect to the pump laser and the RF spectrum is recorded. The left panel shows the spectrum of the first beat note as the heater power on R2 is varied starting from a far-blue-detuned state to the mode-locked state on the red detuned side. The spectra on the right show the formation of beat notes (Stage I and II), which broaden to form a wide beat note in the high noise state (Stage III and IV). On tuning further to the red-detuned side, we observe an abrupt transition to a narrow and high-SNR beat note as shown in Fig. 6.5.

We show that the integrated dual comb source enables one to directly observe
the comb formation dynamics without the need for a secondary laser or micro-wave oscillator. A microresonator frequency comb starts as primary sidebands which develop into minicombs, which further evolve into a high-noise state and finally undergoes a transition to a mode-locked state through higher-order FWM interactions\cite{57,204,265,322}. Such dynamics have been studied experimentally by characterizing the repetition rate beat note, but that often requires auxiliary lasers or RF local oscillators for heterodyne downmixing \cite{204,212}. Here we use the dual comb heterodyne technique for the same purpose, obviating the need for an auxiliary laser.

We monitor the evolution of the RF noise of the comb from R2 as it is tuned into the soliton mode-locked state, by beating it with a mode-locked comb from R1. Specifically, here we study the beat note around the radiofrequency $\Delta f_{\text{rep}}$, formed by the mixing of the first R2 comb line on the red side of the pump and the corresponding comb line in R1, the latter acting as the local oscillator. We can choose a different radiofrequency ($= n\Delta f_{\text{rep}}$) to study the evolution of a comb line $n$ FSRs away from the pump. The rings used in this measurement have a difference in radius of 1 $\mu$m, corresponding to an 8.6 GHz beat note spacing. The larger beat note spacing allows us to study the noise characteristics of combs, which typically span up to several GHz in the high noise state. We used a long pass filter to observe the comb on the red side of the pump. A voltage ramp is applied initially to the heater on R1, as described in the previous section, to generate a soliton mode-locked comb, which is then used as a reference to probe the different stages of comb formation in R2. The voltage applied to the heater on R2 is changed and the RF spectrum around the first heterodyne beat note at 8.6 GHz is simultaneously recorded. Fig. 6.6 shows the evolution of the beat note as R2 goes through several stages of comb formation, finally culminating in the
narrow, high-SNR beat note characteristic of dual mode-locked combs described in the previous section. On the blue-detuned side, a single (state I) or multiple (state II) low-SNR beat notes are observed. With further tuning, the number of beat notes as well as the width of each beat note increases, eventually leading to the broad RF beat note characteristic of the high-noise state (stage III and IV). By continuing the scan, we access the red-detuned side of the resonance, resulting in the formation of a high-SNR narrow beat note. Further continuous scanning in the same direction leads to the ring falling out of resonance with the laser. The RF spectra in Fig. 6.6 do not include the dynamics of the primary comb lines, as they are formed several FSRs away from the pump at larger blue detunings than what is shown here. Note that since there is a one-to-one mapping between each pair of closely spaced lines of the dual comb and the corresponding beat note in the downmixed RF spectrum, one can in principle study the dynamics of the comb line-by-line by experimentally analyzing the desired RF heterodyne beat note.

To underscore the importance of modelocking for the generation of narrow beat notes, we also study the dual comb in the high-noise state which exhibits a much broader beat note 3-dB linewidth. The linewidth of the dual comb beat note in this state is $\sim 300$ MHz, which is rather broad for precision spectroscopy or microwave signal generation. This is because in the high RF-amplitude noise state, the frequencies and the relative phases of the comb lines randomly fluctuate in time.

We show the optical and RF spectra of non-modelocked combs in this section. Fig. 6.7 depicts the mesa-shaped optical spectrum typically seen in combs in the high-noise state, as has been reported earlier\textsuperscript{265, 313}.

In Fig. 6.8 we show the evolution of the first RF beat note at 8.6 GHz, using
Figure 6.7: **Optical spectra of combs in the high noise state.** The combs generated in R1 and R2 show a mesa-shaped spectrum. The device used here is the same as in Fig. 4, and had a $\Delta f_{\text{rep}} = 8.6$ GHz.

The same device studied in Fig. 6.6. The difference is that the comb generated in R1 is not mode-locked, but in the high-noise state, while R2 is tuned into a resonance. The features observed on the blue-detuned side of the resonance are qualitatively similar to those observed when the R1 comb is mode-locked. On the other hand, the narrow high-SNR beat note is not observed on the red-detuned side of the comb. This proves that the narrow intercomb beat note is only observed when both the combs are in the mode-locked state.

The linewidth of the beat note not only determines the relative coherence time of the two combs, but also limits the minimum beat note spacing that is permitted.
Figure 6.8: **Evolution of dual-comb beat note when the R1 comb is in the high-noise state.** Comparing with Fig. 6.6, we notice that the narrow high SNR beat note is absent on the red detuned side of the resonance. Hence, mode-locking both the combs is essential to observe the high SNR narrow beat note between the two combs of the dual comb. The device used here is the same as in Fig. 4, and had a $\Delta f_{\text{rep}} = 8.6$ GHz.

for them to be individually resolvable. The narrower the linewidth of the beat note, the higher the permissible compression ratio from the optical to the RF domain ($f_{\text{rep}}/\Delta f_{\text{rep}}$). It is thus important to operate both the combs in the mode-locked state.

### 6.3.2 Spectroscopy

We perform liquid phase absorption spectroscopy of dichloromethane near the pump wavelength of 1561 nm using the dual comb source and show that the recorded spectrum using DCS agrees very well with the corresponding spectrum obtained
Figure 6.9: **Dual comb spectroscopy of dichloromethane.** (a) Schematic of the setup. The output of the chip generating a dual comb is sent to a 10 mm cuvette containing dichloromethane, and the transmitted light is sent to a 45 GHz photodiode and analyzed with an RF spectrum analyzer or with a fast oscilloscope. (b) Spectrum of dichloromethane acquired using DCS and corroborated with the same spectrum measured with a broadband supercontinuum source and an OSA. The solid line represents the absorption spectrum measured with a supercontinuum source (Fianium SC-450-4) and an OSA. The red (blue) circles represent the absorption spectrum acquired using the RF beat notes and a short pass (long pass) filter. All spectra are normalized by the corresponding spectrum without dichloromethane.
ned using an OSA and a broadband supercontinuum (Fianium SC-450-4) as a light source. Dichloromethane is a widely used organic solvent with broad absorption features in the near-IR. For spectroscopy, the output of the chip is collected with an aspheric lens and sent directly through a cuvette containing dichloromethane [Fig. 6.9(a)]. The absorption spectrum is obtained by recording the RF heterodyne beating of the dual combs with and without the sample of dichloromethane, and it is then corroborated with the corresponding optical spectrum (see fig. 6.9(b)).

As stated earlier, we acquire a time domain interferogram over 20 µs at 80 GSa/s, and perform an FFT to extract the beat note information in the RF domain. We achieved a high SNR without averaging multiple spectra, thus indicating the real-time nature of the acquisition system. The quartz cuvette showed no significant absorption in this wavelength range.

Note that the optical bandwidth of 170 nm accessible by the dual comb is narrower in our experiment than the full extent of the dual comb spectrum (400 nm) due to the photodiode’s sharp roll-off in responsivity beyond 1640 nm and the decreasing power of the comb lines in accordance with the sech^2-shape which restricts the SNR of wavelengths shorter than 1460 nm. The gap in the detection around 1550 nm is due to the finite roll-off of the shortpass OD2 filter used in the experiment. By using a shortpass filter with a higher extinction, say OD4, this gap can be eliminated. As an example, we show the filtered comb in Fig. 6.10.

### 6.4 Conclusions and outlook

We have demonstrated the generation of two frequency combs based on Si₃N₄ microresonators with slightly different repetition rates on the same chip. The
Figure 6.10: Frequency comb filtered with a long pass filter. An example of a comb filtered by an OD4 long pass filter with a cutoff wavelength at $\sim 1560$ nm.

generated combs have a broadband spectrum spanning 400 nm (51 THz), high repetition rates of 450 GHz with a repetition rate difference of 1.12 GHz. Dispersion engineering by tailoring the waveguide dimensions should allow us to further broaden the bandwidth of the combs up to an octave [57, 255, 300]. The combs possess a high degree of relative coherence since they are generated from the same fixed-frequency low-noise cw pump laser, as evidenced by narrow RF heterodyne beat notes with a linewidth of 10 kHz. Both the combs are operated in the single-soliton mode-locked state with the help of integrated heaters to tune the resonance wavelengths of the microresonators.

The approach we have developed can be extended to other wavelength ranges,
such as the mid-IR “molecular fingerprint” region, where several molecules have their strongest fundamental rovibrational resonances, as shown by the recent experiments by Yu et al. [312]. The repetition rate of our dual comb (450 GHz) provides sufficient resolution for spectroscopy of liquids and solids, which typically have broad absorption features of a few THz or more, as demonstrated in the real-time DCS measurement of dichloromethane reported here. Higher resolution spectroscopy, as required typically for gases, is possible by tuning the laser and the resonator synchronously once the comb is generated. High-repetition-rate combs such as the ones shown here are desirable for fast acquisition timescales, as the speed of acquisition scales with an increase of the comb tooth spacing $f_{\text{rep}}$. Such combs are promising for investigating rapid dynamical processes such as chemical reactions [323] or single-shot measurements in turbulent environments [306].

In the present work, the dual-comb source is coupled out of the chip using a single waveguide, which is adequate for absorption spectroscopy as it requires detecting only the amplitude information. Dispersive measurements which require phase sensitive detection [301, 305] could be enabled by designing two separate outputs for the two combs, one used as the reference arm and the other sent to the sample to be measured. This would require incorporating either drop ports on both the rings or splitting the pump laser before sending them to two waveguide-coupled rings in a non-cascaded geometry. The latter configuration also permits combs with smaller difference in repetition rates ($f_{\text{rep}} < 10$ MHz, see Supplementary Information section II), making time-domain measurements more feasible, at the cost of increasing the minimum time needed for acquiring a single-shot spectrum. Combined with such improvements, a chip-scale microresonator based dual-comb source opens the door to realizing a compact portable spectrometer for stand-off
molecular sensing in the field.
CHAPTER 7

FUTURE WORK

This dissertation summarized an attempt towards advancing the state-of-the-art in the field of FWM-based parametric oscillators and their applications in squeezed light generation and dual comb spectroscopy. Quantum and nonlinear photonics is a rapidly evolving field, and several improvements to the demonstrations in the present work as well as new research directions can be identified.

7.1 Improvements in two-mode squeezing

Perhaps an immediate improvement of the current work could involve the quest for larger squeezing levels over broader bandwidths. Using the higher intrinsic quality factors recently demonstrated \[77\], it should be possible to improve the escape efficiency \(\eta_c\) without significantly increasing the power threshold, i.e. keeping the loaded Q the same. An increase in the escape efficiency in principle leads to a higher squeezing factor. Attempting larger squeezing levels would not just be a technical issue, but could also unravel new physics in the form of limiting noise mechanisms such as Brillouin and Raman scattering, which have not been hitherto observed in Si\(_3\)N\(_4\) conclusively.

The dearth of commercially available balanced detectors at 1550 nm with RF bandwidths up to a GHz or more precluded our observation of squeezing at higher radiofrequencies. Broadband quantum noise reduction should in principle already exist in the microrings we have investigated because their cavity linewidth is \(\sim 1\) GHz. Custom homemade detectors might be required for such an experiment, as has been reported by Ast \textit{et al.} \[210, 324\] and Vahlbruch \textit{et al.} \[125\].
7.2 Alternative material platforms

We have exclusively dealt with Si$_3$N$_4$ as the nonlinear photonic material in our work. New platforms such as aluminum nitride and AlGaAs, though not standard CMOS materials, have benefits in their own ways. AlGaAs, for example, has a nonlinearity that is two orders of magnitude larger than silicon nitride \[52\]. Currently, AlGaAs lags behind Si$_3$N$_4$ in terms of quality factor, and has comparable threshold powers for parametric oscillation. Continuous progress in the fabrication techniques and material quality for AlGaAs could lead to much lower threshold powers and stronger squeezing. Both these materials have a nonvanishing second order nonlinearity, and the interplay between $\chi^{(2)}$ and $\chi^{(3)}$ has the potential to produce rich dynamics. Additionally, the Pockel’s effect arising from the second-order nonlinearity enables efficient electrical tuning on much faster timescales than what is possible with microheaters \[252\].

Lithium niobate has always been a strong contender for quantum photonics, but its low index contrast configuration produced by proton exchange or titanium indiffusion \[195\] has hindered the fabrication of compact devices. Several groups are currently working on high-confinement lithium niobate waveguides and resonators that can be integrated on chip, and further advancements could make it an attractive material in the future \[325\,328\].

7.3 Phase-sum squeezing and entanglement

The residual intensity noise and issues with the stability of the setup kept us from observing phase-sum squeezing in the silicon nitride microrings. Theoretical
calculations also predict a large rotation of the optimal quadratures where phase-
sum squeezing is expected. By choosing the proper detuning of the analysis cavities
as described in Chapter 5, it should be possible to simultaneously observe phase-
sum squeezing and intensity difference squeezing, which in tandem contributes
to continuous variable entanglement. A Pound-Drever-Hall technique could
be implemented to provide a more stable locking of the laser to the filter cavity,
by increasing the servo bandwidth for feedback control. Other possible routes
to building a passively stable filter cavity include better temperature control of
the cavity environment and the use of a low-thermal-expansion coefficient metal
(e.g. stainless steel or invar) as the cavity base platform. The initial design of the
filter cavity used a long roundtrip length so that multiple resonances of the cavity
fit within one linewidth of the on-chip microring. The incorporation of platinum
microheaters obviates this need, and a much smaller filter cavity could improve
the stability, albeit at the cost of sacrificing some of the transmission efficiency.

7.4 Multimode phase correlations

We have only looked at intensity correlations between the higher order signal and
idler modes in Chapter 5. The study of phase correlations beyond the first pair
of signal and idler modes has the potential to provide a better understanding of
the quantum dynamics of this system. Such an investigation is highly promising
from the purview of generating cluster states on chip in a compact and scalable
platform. A full multimode characterization could reveal unexpected behavior in
the quantum properties of the frequency comb which cannot be seen in two-mode
correlations (à la P. W Anderson, “more is different” 329).
In the long run, it would be ideal to have the pump laser and the filter and analysis cavities all integrated on the same chip. This would require challenging design considerations as the microring OPO, the filter cavity and the analysis cavities have very different linewidths. Using higher bandwidth RF detection might relax or altogether obviate the need for filter cavities, as the excess intensity and phase noise drop drastically with increasing frequencies away from the carrier. We are currently limited to the 3–5 MHz range by the balanced detectors at our disposal. Demultiplexing of the pump and the squeezed beams on an integrated platform has been previously shown in lithium niobate [148]. Rings with a different cross-sectional dimension and different radius than the microring OPO are perfect candidates for separating the pump, signal and idler modes on chip, and hence reducing the inefficiencies in detection introduced by the diffraction grating.

7.5 Improvements to dual frequency combs

Finally, the field of microresonator based dual frequency combs is in its inception. Numerous directions could be taken, both in terms of improving the dual comb source as well as the in terms of spectroscopic applications.

A non-cascaded geometry, where the two comb generation rings are coupled to distinct bus waveguides, would enable the difference in repetition rates to be driven to much smaller values, all the way to the MHz regime. Such a design would enable easier data acquisition in the time domain, without requiring high speed oscilloscopes.

An acousto-optic modulator could be incorporated to frequency shift the pump for one of the rings and prevent the interference of beat notes from the red side.
of the comb with those from the blue side. Using better dispersion engineering techniques, the optical bandwidth of the generated comb could be broadened to an octave. Larger rings would significantly bring down the FSR and therefore result in a higher resolution for spectroscopy. One could even envision the integration of an electro-optic modulator followed by a long waveguide for producing frequency agile combs, as demonstrated recently in fibers [317, 319, 320]. Similarly, in tabletop comb systems, two counterpropagating soliton pulse trains have been realized within a single cavity to generate dual combs with a slight difference in repetition rate [330]. This configuration, when realized on chip-scale Si$_3$N$_4$ resonators [331], has the promise of producing a compact and stable dual comb. Counterpropagating soliton pulse trains could provide valuable insight into the interplay between the thermal and Kerr-nonlinear dynamics of comb formation.

The resolution of the current dual comb source is limited by the FSR of the rings. Preliminary experiments have shown the ability to tune the resonance over several tens of GHz while keeping the comb in the mode-locked state. Increasing this tuning range and combining it with smaller repetition rate combs (100–200 GHz) should enable us to scan across one full FSR, which would reduce the resolution to the much narrower comb linewidth. From a fundamental point of view, detailed characterization of the RF domain properties of the dual comb, e.g. the phase noise of the beat notes and the long term drifts over timescales of several hours, would determine ultimate stability limits of the system.

There has been active research on the integration of laser gain media with silicon photonics to develop fully integrated sources of frequency combs. Two popular avenues being pursued currently are the hybrid integration of III-V materials and the use of rare-earth doping to provide gain [332, 333]. Specifically, Hosseini et
have demonstrated a 75 mW laser on a silicon nitride platform using erbium doped aluminum oxide layers in a CMOS compatible process, which places full integration within reach in the near future.

Our proof-of-principle demonstration of spectroscopy was only a first in the series of many possible single-chip DCS experiments. For miniature dual comb spectrometers, we could open up a window in the cladding after the comb generation stage to permit evanescent interaction of the sample with the waveguide mode. This would be a very powerful method for sensing and molecular fingerprinting of extremely small amounts of liquids and gases. Besides spectroscopy, in-situ ellipsometry appears to be a very useful application of dual combs \[336\], with the possibility to reduce ellipsometric data acquisition times and footprints by orders of magnitude.

I believe that the work presented in this dissertation has opened up new approaches to experimental quantum optics and has stimulated compact sources for applications of nonlinear optics such as dual comb spectroscopy. With further development of the techniques reported here, integrated photonics is poised to have a major contribution in realizing Feynman’s vision of a universal quantum computer \[337\], and, in parallel, bring compact, ultraprecise and fast sensing and spectroscopic methods to a platform amenable to real-world applications.
APPENDIX A
MICRORESONATOR PLATFORMS FOR NONLINEAR AND QUANTUM PHOTONICS

This appendix summarizes the various nonlinear microresonator platforms that have been investigated for parametric oscillation around 1550 nm till date. We focus on materials based on the third-order Kerr nonlinearity. Note that parametric oscillation in silicon is inhibited by nonlinear losses such as two-photon absorption and free-carrier absorption around 1550 nm, but has been reported in the mid-infrared \[51, 198, 338\]. For consistency the quality factors and parametric oscillation thresholds have been obtained from the papers where both are explicitly mentioned. Higher Q’s have been reported in some of these platforms such as silica than mentioned in this table, but we restricted the numbers to papers where the threshold is also mentioned.

<table>
<thead>
<tr>
<th>Platform</th>
<th>( n )</th>
<th>( n_2 ) (m²/W)</th>
<th>( Q_{\text{int}} \times 10^6 )</th>
<th>( \text{Min } P_{\text{th}} ) (mW)</th>
<th>CMOS compatible</th>
<th>Planar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystalline fluorides</td>
<td>1.44</td>
<td>3.2\times10^{-20}</td>
<td>10(^4)</td>
<td>0.30</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Silica microtoroid</td>
<td>1.45</td>
<td>2.2\times10^{-20}</td>
<td>125</td>
<td>0.34</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Silica wedge</td>
<td>1.45</td>
<td>2.2\times10^{-20}</td>
<td>875</td>
<td>10</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Si</td>
<td>3.45</td>
<td>5\times10^{-18}</td>
<td>0.76</td>
<td>3</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Diamond</td>
<td>2.4</td>
<td>8.2\times10^{-20}</td>
<td>1</td>
<td>20</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Al(<em>{0.17}Ga</em>{0.83})As</td>
<td>3.30</td>
<td>2.6\times10^{-17}</td>
<td>0.10</td>
<td>3</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Hydex</td>
<td>1.7</td>
<td>1.2\times10^{-19}</td>
<td>1</td>
<td>50</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>AlN</td>
<td>2.1</td>
<td>2.3\times10^{-13}</td>
<td>0.80</td>
<td>200</td>
<td>Yes, non-standard</td>
<td>Yes</td>
</tr>
<tr>
<td>Si(_3)N(_4)</td>
<td>2.0</td>
<td>2.5\times10^{-19}</td>
<td>36</td>
<td>0.33</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table A.1: Summary of nonlinear microresonator platforms
APPENDIX B

DEVICE FABRICATION

The devices were fabricated using a process similar to that described in Refs. [69, 71] and Ref. [77]. We start with a 4-inch diameter virgin Si wafer and thermally oxidize it to obtain a 4 µm buried oxide layer to be used as the undercladding. Trenches are defined before nitride deposition on the oxide to mitigate stress-induced crack propagation in the film. A 730 - 950 nm thick layer of stoichiometric silicon nitride is grown (depending on the desired thickness for the relevant design) using low-pressure chemical vapour deposition (LPCVD) in two steps. The waveguides and resonators are patterned with electron beam lithography on a JEOL 9500FS system using ma-N 2403 resist. An alternative procedure uses an oxide hard mask to better transfer patterns to the nitride layer from the resist. This oxide is deposited using plasma-enhanced chemical vapor deposition (PECVD). The pattern is etched using inductively-coupled plasma reactive-ion etching (ICP RIE) with CHF₃, N₂ and O₂ gases. The devices are annealed in an argon atmosphere at 1200 °C after stripping the resist to remove residual N-H bonds which introduce optical loss in the nitride film. The devices are clad with 500 nm of high temperature oxide (HTO) at 800 °C followed by a 2.5 µm thick overcladding of PECVD oxide. We sputter 100 nm of platinum on top of the oxide cladding and define the heaters using photolithography and lift-off. The heaters have a width of 6 µm, and are sufficiently far from the waveguide layer so as not to introduce any optical loss due to interaction with the metal [77, 239, 240].
APPENDIX C
MIRROR COATING DESIGN AND FABRICATION

We designed the flat input and output coupling mirrors of the filter cavity in Section 5.2 using a distributed Bragg reflector (DBR) scheme, consisting of alternating stacks of silicon nitride and silicon dioxide. The thickness of each layer is chosen to be a quarter of the wavelength in the material. For the targeted reflectivity of 99% per layer, we use 12 pairs of layers. The high index contrast between nitride and oxide enables us to have a broad bandwidth. The low angle of incidence (< 1.5 °) makes the design constraints less polarization sensitive. A transfer matrix method was used to numerically simulate the reflectivity of the DBR stack over the desired wavelength range [271]. The simulated reflectivity was higher than 98.5% between $\lambda = 1.5 - 1.65$ μm.

Figure C.1: Design of the distributed Bragg reflector stack. Each layer is quarter wavelength thick $\lambda/2n$, where $n$ is the index of the corresponding layer.
The mirrors were fabricated in the Cornell Nanoscale Facility using plasma enhanced chemical vapor deposition on a crystalline silicon wafer. Importantly, the silicon wafer must be double-side polished to allow transmission through the mirror. The nitride layer was 195 nm thick and the oxide layer was 269 nm thick. We used a low stress silicon nitride recipe because the total accumulated thickness of the layers was around 4 µm, which is thick enough for stress-induced cracks to damage the films. The measured loss through the DBR stack was lower than what could be detected in the Filmetrics thin-film characterization tool. An anti-reflection coating can be deposited on the other side of the wafer to improve transmission efficiency through the cavity.

![Figure C.2: Design of the distributed Bragg reflector stack. Each layer is quarter wavelength thick \(\lambda/2n\), where \(n\) is the index of the corresponding layer.](image)

A sample measurement of the reflectivity of the mirror after 8 pairs of alternating quarter wave layers have been deposited is shown in Fig. C.2. A reasonably good fit is obtained over a wide wavelength range. The Filmetrics tool used for this characterization saturated at higher reflectivities obtained with a larger num-
ber of layers, and hence direct transmission based measurements or cavity based measurements were used for $R > 99\%$. 
APPENDIX D

CMRR MEASUREMENT OF DETECTORS

The common-mode rejection ratio is an important figure of merit of any balanced detection system. We measured it using a function generator to artificially inject an RF signal on the current modulation input of the laser as shown in Fig. D.1. The individual beam noises were measured using a setup similar to the shot noise calibration experiment. We measure a CMRR greater than 35 dB below 2 MHz [Fig. D.2].

Figure D.1: Setup to measure CMRR.
Figure D.2: The measured CMRR is higher than 35 dB around the relevant frequency range.
APPENDIX E

ANALYSIS CAVITY EQUATIONS FOR PHASE QUADRATURE MEASUREMENTS

Here we provide detailed expressions for the coefficients for an analysis cavity for Section 5.3, following the treatment of Villar [278]. All frequencies in these expressions, such as the cavity detuning $\Delta$ and the analysis frequency $\nu'$ are normalized to the cavity FWHM bandwidth $\delta \nu_c = c/LF$, where $c$ is the speed of light, $L$ is the roundtrip length and $F$ is the finesse.

\[
2g_p = e^{-i\theta_R(\Delta)}r(\Delta + \nu') + e^{i\theta_R(\Delta)}r^*(\Delta - \nu') \quad \text{(E.1)}
\]
\[
2g_q = e^{-i\theta_R(\Delta)}r(\Delta + \nu') - e^{i\theta_R(\Delta)}r^*(\Delta - \nu') \quad \text{(E.2)}
\]
\[
2g_{vp} = e^{-i\theta_T(\Delta)}t(\Delta + \nu') - e^{i\theta_T(\Delta)}t^*(\Delta - \nu') \quad \text{(E.3)}
\]
\[
2g_{vq} = e^{-i\theta_T(\Delta)}t(\Delta + \nu') - e^{i\theta_T(\Delta)}t^*(\Delta - \nu') \quad \text{(E.4)}
\]

where $r(\Delta) = |r(\Delta)| \exp(i\theta_R(\Delta))$, and $t(\Delta) = |t(\Delta)| \exp(i\theta_T(\Delta))$

\[
r(\Delta) = \frac{r_1 - r_2 \exp(i2\pi \Delta/F)}{1 - r_1 r_2 \exp(i2\pi \Delta/F)} \quad \text{(E.5)}
\]
\[
t(\Delta) = \frac{t_1 t_2 \exp(i\pi \Delta/F)}{1 - r_1 r_2 \exp(i2\pi \Delta/F)} \quad \text{(E.6)}
\]

Here $r_1, t_1$ are the amplitude reflection and transmission coefficients of the input coupling mirror of the cavity, and $t_2 = \sqrt{1 - r_2^2}$ represents the losses due to the other mirrors and the spurious losses in the cavity. For a good (overcoupled) analysis cavity, we want $r_2^2 \approx 1$ and $t_2 \ll t_1$. 
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