Theoretical model for diffusion-reaction based drug delivery from a multilayer spherical capsule
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A B S T R A C T
Controlled drug delivery from a multilayer spherical capsule is used for several therapeutic applications. Developing a theoretical understanding of mass transfer in the multilayer capsule is critical for understanding and optimizing targeted drug delivery. This paper presents an analytical solution for the mass transport problem in a general multilayer sphere involving diffusion as well as drug immobilization in various layers due to binding reactions. An eigenvalue-based solution for this multilayer diffusion-reaction problem is derived in terms of various non-dimensional quantities including Sherwood and Damköhler numbers. It is shown that unlike diffusion-reaction problems in heat transfer, the present problem does not admit imaginary eigenvalues. The effect of binding reactions represented by the Damköhler numbers and outer surface boundary condition represented by the Sherwood number on drug delivery profile is analyzed. It is shown that a low Sherwood number not only increases drug delivery time, but also reduces the total mass of drug delivered. The mass of drug delivered is also shown to reduce with increasing Damköhler number. The impact of shell thickness is analyzed. The effect of a thin outer coating is accounted for by lumping the mass transfer resistance in series with convective boundary resistance, and a non-dimensional number involving the thickness and diffusion coefficient of the coating is shown to govern its impact on drug delivery characteristics. The analytical model presented here improves the understanding of mass transfer in a multilayer spherical capsule in presence of binding reactions, and may help design appropriate experiments for down-selecting candidate materials and geometries for drug delivery applications of interest.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Targeted release of a drug from an appropriately designed capsule is of much interest in a variety of therapeutics [1]. Compared to traditional mechanisms of drug delivery, targeted release from a capsule offers enhanced efficacy, reduced side effects and the possibility of personalized medicine [2,3]. The capsule usually comprises a drug-loaded core surrounded by one or more encapsulant layers that provide mechanical stability, chemical protection from the ambient, and may also be used for controlling the rate of release of the drug. A thin coating on the outer surface is also often provided for similar reasons [4,5].

It is important to understand the factors that govern the rate of drug delivery into the release medium. Experimental investigation of targeted drug delivery, especially in vivo, is expensive and cumbersome. Therefore, theoretical modeling of targeted drug release may play a critical role in down selecting candidate designs and materials, and in guiding the design of effective experiments. A comprehensive understanding of the processes that affect drug delivery may help design next-generation drug delivery systems, towards personalized medicine [2,3].

Depending on the physicochemical properties of the drug-loaded capsule, several different mechanisms may govern the release rate of the drug. It is usually assumed that diffusion is the key process, with the radial concentration gradient driving the drug release [6]. However, if the drug is loaded in a solid form, it may first need to undergo a dissolution process before being made available for diffusion [7]. The rate at which the drug dissolves...
is highly dependent on the properties of the drug and release medium, for example solubility, temperature and pH, among other factors. However, in many cases, the drug is either readily available in a dissolved form, or dissolves on a much faster timescale than that of diffusion. In such cases, the dissolution process can reasonably be neglected. As the drug diffuses outwards, some of it may irreversibly bind to components of the core and/or shell, resulting in reduction in mass of drug delivered. Such binding may be a pH-dependent process and has previously been approximated by first-order reaction kinetics [8]. On the outer surface of the core-shell composite, the drug is released into the medium with a mass flux that depends on the convective boundary conditions on the outer surface. In some cases, for example, when the capsule is suspended in a large volume of biofluid, the outer boundary condition may be modeled as an infinite sink, i.e. a zero concentration condition. In other cases, for example, when the outside medium is a tissue, a general convective boundary condition may be more appropriate. Key parameters that govern the overall drug release rate over time include diffusion coefficients in the core and shell, reaction rates associated with binding reactions, parameters governing transport at the core-shell interface and the convective mass transfer coefficient on the outer boundary. Comprehensive theoretical analysis of the drug diffusion and delivery process is critically needed to understand the role of these parameters and optimize system performance.

From a mass transfer perspective, the problem of drug delivery from a multilayer capsule may be interpreted as a diffusion-reaction problem [1]. In the present case, a balance between drug diffusion across layers, binding reactions in each layer and convective conditions on the outer surface determines the dynamics of drug concentration distribution within the capsule and the rate of drug delivered over time. Diffusion-reaction problems have been investigated for a variety of applications, including Li-ion batteries [9], biofilm growth [10], plasma systems [11], reactor design [12] and biology [13]. In the field of drug delivery, the simplest models are either empirical with no physical description of the underlying drug release mechanism, or based upon the assumption that diffusion alone governs the drug release. Past papers and textbooks offer details on such models [14,15,16]. Notwithstanding, more comprehensive mechanistic models have been developed in the context of drug delivery, incorporating linear and non-linear, irreversible and reversible, saturable and non-saturable binding kinetics, as well as descriptions of other physical processes such as degradation, erosion, swelling, and osmotic pumping [17,18,19]. These models almost always require numerical solution due to their complexity. Often, however, modeling all of these processes is unnecessary, since the slowest process ultimately determines the release rate.

While diffusion-reaction systems have been studied in detail for a variety of applications, there is a relative lack of studies on diffusion-reaction in a multilayer body, as is relevant for the present work. A recent paper presented analysis of diffusion-reaction in a multilayer Li-ion cell [9]. Some work also exists in the context of drug diffusion in a two-layer or three-layer structure [20–24], but these studies are focused on specific problems, do not present generalized multilayer analysis and often rely on numerical analysis. On the other hand, analytical solutions may be desirable compared to numerical solutions because of the fundamental insights that analytical solutions provide, as well as the potential improvement in computational cost and complexity.

Analytical solutions for pure-diffusion multilayer problems using the separation of variables technique are well-known [25, 26]. These analytical solutions express the temperature/concentration in a series solution and utilize the boundary and interface conditions to determine the eigenvalues. However, such standard solutions do not readily apply to multilayer diffusion-reaction problems. Extension to a general M-layer spherical diffusion-reaction problem of interest here is not straightforward, since the reaction term may introduce additional complications in the analytical technique.

A key aspect of theoretical and practical interest in eigenfunction-based series solution of multilayer diffusion-reaction problems is the occurrence of imaginary eigenvalues. As shown recently, imaginary eigenvalues lead to a runaway situation in the system, and may arise when reaction-driven generation dominates over diffusion and removal from the boundaries [9]. While this has been studied in the context of heat transfer in Li-ion cells [9], a similar diffusion-reaction mass transfer analysis in a multilayer capsule may be of much interest. Note that unlike previously studied heat transfer problems, where heat may be either generated or absorbed due to reaction, in the present problem, only drug absorption driven by binding reactions is relevant.

This paper presents theoretical analysis of drug delivery from a multilayer spherical capsule. The analysis accounts for diffusion and reaction in a multi-layer spherical body and includes a general mass transfer boundary condition on the outer surface. The analysis predicts the drug release profile over time, and its dependence on various problem parameters including geometry, diffusion coefficients, reaction constants and conditions on the outer surface. It is shown that within the parameter space of relevance to common drug systems of interest, the reaction constants, along with the convective boundary condition on the outer surface, play a key role in determining the mass of drug delivered, as well as the time constant of the drug delivery process. The analytical solution presented here accounts for key aspects of drug delivery dynamics and provides useful insights into the drug delivery process. Through the relationships between various non-dimensional parameters, it can be used to identify simple relationships or clinical indicators of biomechanical significance.
2. Problem definition and derivation of solution

2.1. Problem definition

Fig. 1 shows a schematic of the problem of interest here. Consider the problem of drug release from a spherical capsule, made of M concentric layers of inner and outer radii \( R_{m-1} \) and \( R_m \), respectively, and constant diffusion coefficients \( D_m \) (\( m = 1, 2, ..., M \)). The inner-most layer is a spherical core of radius \( R_1 \). While the most common case is that of initial drug loaded only in the core (\( m = 1 \)), a general assumption of the drug being initially loaded in one or more layers is made. The capsule is assumed to erode over a timescale much larger than the timescale for drug delivery, so that the geometry may be assumed to remain invariant for the present analysis. As time passes, the drug diffuses through the various layers and eventually releases into the environment at the outer surface of the sphere. In addition to diffusion, a chemical reaction occurring in the layers results in absorption of some of the drug within the sphere. Such a reaction is undesirable as it traps the drug within the capsule and reduces the mass of drug released into the external medium. In the absence of experimental evidence, this reaction is assumed to be first-order, i.e., with a constant rate \( \beta_m \). Drug release at the outer surface is assumed to be governed by a general mass transfer boundary condition with coefficient \( h \). A limiting case of this boundary condition would be \( h \to \infty \), corresponding to zero concentration at the boundary, i.e., the surrounding medium acts as an infinite sink. The initial concentration in the \( m \)th layer is taken to be \( c_{m,\text{in}}(r) \). While most drug-delivery capsules are designed to be two-layer, i.e., a core surrounded by a shell, a general M-layer analysis is presented here first, followed by derivation of the results for the special case of a two-layer system.

The problem is assumed to be axisymmetric, so that the concentration field is a function only of \( r \) and \( \tau \). Assuming that all of the drug is initially dissolved (or dissolves at a timescale much faster than the diffusion timescale) and available for diffusion, the governing conservation equation for \( c_m \), the concentration in the \( m \)th layer may be written as:

\[
\frac{\partial c_m}{\partial \tau} = D_m \frac{1}{r^2} \frac{\partial}{\partial r} \left(r^2 \frac{\partial c_m}{\partial r} \right) - \beta_m c_m \quad R_{m-1} < r < R_m \quad (m = 1, 2, 3, ..., M)
\]  

which represents a balance between diffusion, reaction and transient terms.

The associated boundary conditions are

\[
c_1 \text{ is finite as } r \to 0
\]

\[
-D_m \frac{\partial c_m}{\partial r} = h c_M \quad \text{at } r = R_M
\]

At the interfaces, the following conditions apply

\[
c_{m+1} = \sigma_m c_m \quad \text{at } r = R_m \quad (m = 1, 2, ..., M - 1)
\]

\[
D_m \frac{\partial c_m}{\partial \tau} = D_{m+1} \frac{\partial c_{m+1}}{\partial \tau} \quad \text{at } r = R_m \quad (m = 1, 2, ..., M - 1)
\]

where \( \sigma_m \) is the drug partition coefficient \([27]\), assumed to be independent of the concentration field \([28]\). In general, \( \sigma_m \) may depend on the concentration field in nonlinear reaction-diffusion systems, where saturable binding occurs on a timescale much quicker than diffusion \([29]\), however, this is clearly not the case here, and assuming a constant partition coefficient is reasonable. Note that \( \sigma_m \) is a measure of how much the drug prefers to be in one layer compared with the next, and depends on various factors including the lipophilicity of the drug. When the layer materials are similar in terms of interactions with the drug, \( \sigma_m = 1 \), indicating continuity of concentration.

The initial condition is given by

\[
c_m = c_{m,\text{in}}(r) \quad \text{at } \tau = 0 \quad (m = 1, 2, 3, ..., M)
\]

2.2. Nondimensionalization

In order to non-dimensionalize the problem, the following variables are introduced:

\[
\theta_m = \frac{c_m}{c_{\text{ref}}} \quad \xi = \frac{r}{R_M} \quad \xi = \frac{D_M}{R_M^2} \quad \gamma_m = \frac{R_m}{R_M} \quad \tilde{D}_m = \frac{D_m}{D_M}
\]

\[
\tilde{R}_m = \frac{\beta_m R_M^2}{D_M} \quad \tilde{c}_{m,\text{in}} = \frac{c_{m,\text{in}}}{c_{\text{ref}}} \quad \tilde{S}_h = h \cdot R_M
\]

Here, \( c_{\text{ref}} \) is a reference concentration, which may be chosen as the maximum concentration at the initial time, which is usually the concentration in the core. Note that \( \tilde{R}_m \) is the Damköhler number for the \( m \)th layer that represents the reaction process, and \( \tilde{S}_h \) is the Sherwood number that represents mass transfer at the boundary.

Based on this, the governing equations may be re-written in non-dimensional form as follows:

\[
\frac{\partial \tilde{c}_m}{\partial \tilde{\tau}} = \tilde{D}_m \frac{\partial}{\partial \tilde{\xi}} \left( \tilde{\xi}^2 \frac{\partial \tilde{c}_m}{\partial \tilde{\xi}} \right) - \tilde{\beta}_m \tilde{c}_m \quad \tilde{\gamma}_m \tilde{c}_{m-1} < \tilde{\xi} < \tilde{\gamma}_m (m = 1, 2, 3, ..., M)
\]

subject to

\[
\theta_1 \text{ is finite as } \tilde{\xi} \to 0
\]

\[
\frac{\partial \tilde{c}_m}{\partial \tilde{\xi}} + \tilde{S}_h \cdot \tilde{\theta}_M = 0 \quad \text{at } \tilde{\xi} = 1
\]

\[
\frac{\partial \tilde{c}_m}{\partial \tilde{\xi}} = \tilde{D}_{m+1} \frac{\partial \tilde{c}_{m+1}}{\partial \tilde{\xi}} \quad \text{at } \tilde{\xi} = \tilde{\gamma}_m (m = 1, 2, ..., M - 1)
\]

along with the following initial condition:

\[
\tilde{c}_m (\tilde{\xi}, 0) = \tilde{c}_{m,\text{in}}(\tilde{\xi}) \quad \text{at } \tilde{\tau} = 0 \quad (m = 1, 2, ..., M)
\]

Eqs. (7)-(12) define the spherical multilayer diffusion-reaction problem in non-dimensional form.

2.3. Solution methodology

A solution for Eqs. (7)-(12) may be obtained using the separation of variables technique in the following series form:

\[
\tilde{c}_m (\tilde{\xi}, \tilde{\tau}) = \sum_{n=1}^{\infty} g_n f_{m,n}(\tilde{\xi}) \exp(-\lambda_n^2 \tilde{\tau})
\]
where \( g_n \) is a coefficient. By separating out the spatial and time-dependent terms, it can be shown that
\[
f_{m,n}(\xi) = A_{m,n} \cos \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) + B_{m,n} \sin \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right)
\]  
(14)

where, by inserting Eqs. (13) and (14) in Eq. (7), it can be shown that
\[
\omega_{m,n} = \sqrt{\frac{\lambda_n^2 - \bar{\beta}_m^2}{D_m}}
\]
(15)

Note that in the problem considered here, the reaction consumes the drug, and therefore, \( \bar{\beta}_m \) is always positive. In contrast, the reaction coefficient in similar diffusion-reaction heat transfer problems may be either positive or negative, depending on whether the reaction is endothermic or exothermic [9]. The implications of a positive value of \( \bar{\beta}_m \) on imaginary eigenvalues in this problem are considered later in Section 4.

Now, the boundary and interface conditions given by Eqs. (8)-(11) are used to determine the unknown coefficients \( A_{m,n} \) and \( B_{m,n} \) as well as the eigenvalues \( \lambda_n \). By substituting Eq. (13) in Eqs. (8)-(11), one may obtain
\[
A_{1,n} = 0
\]
(16)

\[
\omega_{m,n}[-A_{m,n} \sin(\omega_{m,n} + B_{m,n} \cos(\omega_{m,n})) = (1 - Sh)\left[A_{m,n} \cos(\omega_{m,n} + B_{m,n} \sin(\omega_{m,n})\right]
\]
(17)

\[
A_{m+1,n} \cos(\omega_{m+1,n} \gamma_m) + B_{m+1,n} \sin(\omega_{m+1,n} \gamma_m) = \sigma_m[A_{m,n} \cos(\omega_{m,n} \gamma_m) + B_{m,n} \sin(\omega_{m,n} \gamma_m)] \quad m = 1, 2, \ldots M - 1
\]
(18)

\[
\bar{D}_m[-A_{m,n} \cos(\omega_{m,n} \gamma_m) - B_{m,n} \sin(\omega_{m,n} \gamma_m) + \omega_{m,n} \gamma_m[-A_{m,n} \sin(\omega_{m,n} \gamma_m) + B_{m,n} \cos(\omega_{m,n} \gamma_m)]
\]
\[
= \bar{D}_{m+1}[-A_{m+1,n} \cos(\omega_{m+1,n} \gamma_m) - B_{m+1,n} \sin(\omega_{m+1,n} \gamma_m) + \omega_{m+1,n} \gamma_m[-A_{m+1,n} \sin(\omega_{m+1,n} \gamma_m) + B_{m+1,n} \cos(\omega_{m+1,n} \gamma_m)]]
\]
\[
m = 1, 2, \ldots M - 1
\]
(19)

Eqs. (16)-(19) constitute 2M equations in 2M unknown variables \( A_{m,n} \) and \( B_{m,n} \) (\( m = 1, 2, \ldots M \)). Since these equations are homogeneous, one must require the determinant of this set of equations to be zero in order to ensure a non-trivial solution. It also follows that one of the equations becomes redundant. The requirement of zero determinant results in the eigenvalue equation needed to determine the eigenvalues \( \lambda_n \).

A formal derivation of the eigenvalue, and coefficients \( A_{m,n} \) and \( B_{m,n} \) is presented in Appendix A, which shows that the eigenvalue for the general M-layer problem is given by:
\[
\frac{\bar{D}_m \sigma \lambda_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \lambda_{M-1}) \gamma_{M-1} - 1 - \bar{D}_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \gamma_{M-1}) \gamma_{M-1}}{\bar{D}_m \sigma \lambda_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \lambda_{M-1}) \gamma_{M-1} + \bar{D}_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \gamma_{M-1}) \gamma_{M-1}}
\]
\[
+ \frac{1 - \sigma \lambda_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \lambda_{M-1}) \gamma_{M-1} - \bar{D}_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \gamma_{M-1}) \gamma_{M-1}}{\bar{D}_m \sigma \lambda_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \lambda_{M-1}) \gamma_{M-1} + \bar{D}_{M-1} \xi_{M-1}(\gamma_{M-1})(\omega_{M-1} \gamma_{M-1}) \gamma_{M-1}} = 0
\]
(20)

where \( \theta_{m,n}(\xi) \) is given in Appendix A, and over-dot denotes the derivative with respect to \( \xi \).

Once the eigenvalues and coefficients are determined, the initial condition given by Eq. (12) may be written as
\[
\theta_{m,n}(\xi) = \sum_{n=1}^{\infty} g_n \left[ A_{m,n} \cos \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) + B_{m,n} \sin \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) \right]
\]
(21)

The coefficients \( g_n \) may be determined by using the principle of quasi-orthogonality of multi-layer eigenvalues. Specifically, for each layer \( m \), Eq. (21) is multiplied by \( \xi^{2} (A_{m,n} \cos(\omega_{m,n} \xi) + B_{m,n} \sin(\omega_{m,n} \xi)) \), followed by integration within the layer. The resulting equations are added, leading to the following expression for \( g_n \)
\[
g_n = \frac{1}{N_n} \int_{\gamma_{m-1}}^{\gamma_m} \xi^{2} \theta_{m,n}(\xi) \left[ A_{m,n} \cos \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) + B_{m,n} \sin \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) \right] d\xi
\]
(22)

where the norm \( N_n \) is given by
\[
N_n = \sum_{m=1}^{M} \int_{\gamma_{m-1}}^{\gamma_m} \left[ A_{m,n} \cos \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) + B_{m,n} \sin \left( \frac{\omega_{m,n} \xi}{\bar{\beta}_m} \right) \right] ^2 d\xi
\]
(23)

Note that in many practical cases, the drug is loaded uniformly only in the core, i.e., \( \theta_{m,n} = 1 \) for \( m = 1 \), \( \theta_{m,n} = 0 \) for \( m = 2, 3, \ldots M \). This leads to significant simplification in Eq. (22).

2.4. Drug delivery performance parameters

A key parameter of interest is the cumulative fraction of drug released as a function of time. This may be obtained by integrating the concentration flux at the outer surface over time, and normalizing with respect to the initial drug loaded in the capsule. In non-dimensional form, this quantity is given by
\[
\overline{\psi}(t) = \frac{\int_{0}^{t} \left( \frac{\partial \theta}{\partial t} \right)_{\xi=1} d\xi}{\sum_{m=1}^{M} \int_{\gamma_{m-1}}^{\gamma_m} \xi^{2} \theta_{m,n}(\xi) d\xi}
\]
(24)
Note that \( \tilde{\psi}(\tau) \) is expected to increase with time and saturate asymptotically at large time. In the absence of reaction (\( \tilde{\rho}_m = 0 \)), \( \tilde{\psi}(\tau) \to 1 \) at large time, i.e., all drug eventually diffuses out of the multilayer sphere. However, for \( \tilde{\rho}_m > 0 \), \( \tilde{\psi}(\tau) \) is expected to saturate at a value lower than 1 as some of the drug is absorbed due to reaction and can never be released. Further, note that in principle, complete release is achieved only at infinite time. Therefore, it is helpful to define a release time as the time by which the drug delivered, \( \tilde{\psi}(\tau) \), is a fraction close to 1, say 0.95.

Another parameter of interest, particularly due to the presence of drug absorption within each layer, is the total mass of drug absorbed due to reaction within each layer. This can be written as a fraction of the initial drug loading as follows:

\[
\bar{X}_m(\tau) = \frac{\int_0^L \int_{\gamma_m}^{\gamma_m+\xi} \xi^{2} \theta_m(\xi, \tau) d\xi d\tau}{\sum_{m=1}^M \int_{\gamma_m}^{\gamma_m+\xi} \xi^{2} \theta_{m, in}(\xi) d\xi}
\]  

Finally, the mass of drug remaining in each layer at any time can be expressed as a fraction of the initial drug loading as follows:

\[
\bar{\rho}_m(\tau) = \frac{\int_0^L \int_{\gamma_m}^{\gamma_m+\xi} \xi^{2} \theta_m(\xi, \tau) d\xi}{\sum_{m=1}^M \int_{\gamma_m}^{\gamma_m+\xi} \xi^{2} \theta_{m, in}(\xi) d\xi}
\]  

The quantities \( \tilde{\psi}(\tau) \), \( \bar{X}_m(\tau) \) and \( \bar{\rho}_m(\tau) \) can be shown to be related to each other as follows: One may multiply the governing equation for each layer (Eq. (7)) by \( \xi^2 \), integrate within each layer, and add all the resulting equations. Further, integration over time followed by some simplification may be shown to result in

\[
\tilde{\psi}(\tau) + \frac{\sum_{m=1}^M \bar{X}_m(\tau)}{M} + \frac{\sum_{m=1}^M \bar{\rho}_m(\tau)}{M} = 1
\]

which may be interpreted as a statement of overall mass balance in the system.

2.5. Modeling of a thin coating on the outer surface

Finally, a resistance-based technique for modeling the impact of a thin coating on the outer surface of the sphere is described. A thin coating is often provided for chemical stability and to control the drug release characteristics [4,5]. When the coating is relatively thin, it may not be practical to treat it as a separate layer in the multi-layer problem. Instead, one may add the mass transfer resistance offered by the thin coating to the convective resistance on the outer surface, in order to model the impact of the thin coating on the diffusion-reaction problem. Assuming that the thickness and diffusion coefficient of the thin coating are \( l \) and \( D_c \), respectively, one may write the following modified boundary condition on the outer surface instead of Eq. (3)

\[
-D_m \frac{\partial c_m}{\partial \tau}|_{r=R_m} = \left( \frac{c_m(r=R_m)}{c_{m, in}} \right) \frac{1}{\bar{S} + \frac{1}{\bar{D}_c}}
\]

which, in non-dimensional form may be written as

\[
\frac{\partial \theta_m}{\partial \xi}|_{\xi=1} = \bar{S} \theta_m(\xi=1)
\]

where, \( \bar{S} \theta' \) is the modified Sherwood number, given by \( \frac{1}{\bar{S} \theta'} = \frac{1}{\bar{S} \theta} + \frac{1}{\bar{D}_c} \frac{\partial \theta_m}{\partial \xi} \). Therefore, the analysis presented so far remains valid for modeling the thin coating once \( \bar{S} \) is replaced by \( \bar{S} \theta' \).

This treatment shows that accounting for the impact of the thin coating results in a reduction of the effective value of the Sherwood number at the outer surface. This effect is negligible if the non-dimensional parameter \( \bar{S} = \frac{1}{\bar{D}_c} \frac{\partial \theta_m}{\partial \xi} \ll \frac{1}{\bar{R}_m} \), i.e., when the conduction resistance of the coating is much smaller than the convective resistance at the boundary. This could happen when \( l \ll \bar{R}_m \), i.e., a very thin coating, and/or \( D_c \gg \bar{D}_c \), i.e., a highly diffusive coating. On the other hand, when the coating is very thick, and/or poorly diffusive, one must explicitly account for the transient concentration distribution within the coating by considering it as one of the layers in the multilayer problem. Generally, the coating is quite thin, but of relatively low diffusivity. Therefore, whether the condition above is satisfied or not depends on the specific values of parameters in the problem.

The special case of a two-layer core-shell geometry is discussed next.

3. Special case – two-layer core-shell capsule

The commonly occurring case of a two-layer core-shell spherical capsule, in which the drug is initially loaded uniformly in the core is considered here. Previous works have presented analysis of this problem by considering only diffusion [22]. Here, the effect of reaction within the core and shell is also included. While the results for this case may be obtained by simply setting \( M = 2 \) in the previous section, it may be helpful to write these expressions explicitly, since the two-layer core-shell configuration occurs commonly. In this case, denoting the shell and core by 1 and 2, respectively, the governing equations for concentration distributions are given by Eq. (7) with \( m = 1, 2 \). Similarly, the boundary and interface conditions are given by equations (8), Eq. (9) with \( M = 2 \), and Eqs. (10) and (11) with \( m = 1 \). The initial condition for the problem is given by Eq. (12) with \( m = 1, 2 \).

With some mathematical simplification, it can be shown that a solution for the two-layer problem is given as follows:

\[
\theta_1(\xi, \tau) = \sum_{n=1}^{\infty} g_n \frac{\sin(\omega_n \xi)}{\xi} \exp(-\lambda_n^2 \tau)
\]
\[\theta_2(\xi, \tau) = \sum_{n=1}^{\infty} g_n s_n \left[ \frac{p_n \cos(\omega_2, n \xi)}{\xi} + \frac{\sin(\omega_2, n \xi)}{\xi} \right] \exp(-\lambda_n^2 \tau) \]  

(31)

where

\[p_n = -\frac{(1 - Sh) \sin(\omega_2, n) + \omega_2, n \cos(\omega_2, n)}{(1 - Sh) \cos(\omega_2, n) + \omega_2, n \sin(\omega_2, n)} \]  

(32)

and the eigenequation is given by

\[D_1 \left[ \frac{1}{\gamma_1} + \omega_1, n \cot(\omega_1, n \gamma_1) \right] = \sigma_1 \left[ -\frac{1}{\gamma_1} \frac{\omega_2, n(-p_n \cot(\omega_2, n \gamma_1))}{1 + p_n \cot(\omega_2, n \gamma_1)} \right] \]  

(34)

Finally, the coefficients \(g_n\) are obtained from

\[g_n = \frac{\int_0^{\gamma_1} \xi^2 \theta_1, in(\xi) \sin(\omega_1, n \xi) d\xi + \int_0^{\gamma_1} \xi^2 \theta_2, in(\xi) \sin(\omega_2, n \xi) + \sin(\omega_2, n \xi) d\xi}{\int_0^{\gamma_1} \sin^2(\omega_1, n \xi) d\xi + \int_0^{\gamma_1} \sin(\omega_2, n \xi) + \sin(\omega_2, n \xi) d\xi} \]  

(35)

A few special cases of the two-layer problem are of interest. Firstly, in many cases, the drug is initially loaded uniformly only in the core. In such a case, \(\theta_2, in = 0\), and therefore, the second term in the numerator in Eq. (35) can be removed. Another special case of interest is that of a zero concentration boundary at the outer surface \((Sh \to \infty)\), for which, one may obtain

\[p_n = -\tan(\omega_2, n) \]  

(36)

\[s_n = -\sigma_1 \frac{\sin(\omega_1, n \gamma_1) \cos(\omega_2, n)}{\sin(\omega_2, n(1 - \gamma_1))} \]  

(37)

It is of interest to write explicit expressions for the key parameters to characterize the nature of drug delivery from the two-layer core-shell capsule. For an initial uniform loading of \(c_{in}\) in the core, the cumulative drug released as a function of time is given by

\[\bar{\Psi}(\tau) = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \frac{\partial \theta_2}{\partial \xi} \right) \left( \cos(\omega_2, n) \right) + \left( 1 + \omega_2, n p_n \sin(\omega_2, n) \right) \left( 1 - \exp(-\lambda_n^2 \tau) \right) \]  

(38)

The mass of drug absorbed in the core and shell due to reaction is given by

\[\bar{\chi}_1(\tau) = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_1, in(\xi, \tau) \right) d\xi d\tau = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_1, in(\xi, \tau) \right) d\xi d\tau = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_1, in(\xi, \tau) \right) d\xi d\tau \]  

(39)

\[\bar{\chi}_2(\tau) = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_2, in(\xi, \tau) \right) d\xi d\tau = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_2, in(\xi, \tau) \right) d\xi d\tau \]  

(40)

Finally, the fraction of drug remaining in the core and shell at any time, relative to the original drug loading is given by

\[\bar{\rho}_1(\tau) = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_1, in(\xi, \tau) \right) d\xi d\tau = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_1, in(\xi, \tau) \right) d\xi d\tau \]  

(41)

\[\bar{\rho}_2(\tau) = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_2, in(\xi, \tau) \right) d\xi d\tau = \frac{3}{\gamma_1^3} \int_{0}^{\gamma_1} \left( \xi^3 \theta_2, in(\xi, \tau) \right) d\xi d\tau \]  

(42)

The overall mass balance for the two-layer problem requires that at any time

\[\bar{\psi}(\tau) + \bar{\chi}_1(\tau) + \bar{\chi}_2(\tau) + \bar{\rho}_1(\tau) + \bar{\rho}_2(\tau) = 1 \]  

(43)
4. Imaginary eigenvalue analysis

Previous work has shown that multilayer diffusion-reaction problems may admit imaginary eigenvalues, even if the problem is one-dimensional [9, 20]. Therefore, it is important to analyze and understand if imaginary eigenvalues may arise in the present problem. In addition to theoretical interest in imaginary eigenvalues, such an analysis is also practically important, because imaginary eigenvalues may be associated with divergence of the series solution at large time, and standard eigenvalue computation algorithms may not find an imaginary eigenvalue. While the analysis below is presented for a two-layer problem for simplicity, similar results apply for the general M-layer case.

For the infinite sink boundary condition, \( Sh \rightarrow \infty \), the following analysis proves that when the Damköhler numbers \( \dot{\beta}_1 \) and \( \dot{\beta}_2 \) are both positive, as is the case in the present problem, the eigenvalues \( \lambda_n \) must all be real.

Consider the eigenequation for \( Sh \rightarrow \infty \)

\[
f(\lambda^2) = \tilde{D}_1 \left[ \frac{1}{\gamma_1} + \omega_1 \cot(\omega_1 \gamma_1) \right] + \sigma_1 \left[ \frac{1}{\gamma_1} + \omega_2 \cot(\omega_2(1 - \gamma_1)) \right] = 0
\]

(44)

where \( \omega_1 \) and \( \omega_2 \) are given by Eq. (15).

In order to prove that Eq. (44) does not admit an imaginary root, it is sufficient to prove that

(a) \( f(0) > 0 \), and

(b) \( f(\lambda^2) \) increases monotonically as \( \lambda^2 \) decreases.

(a) and (b) together ensure that \( f(\lambda^2) \) never crosses the x-axis for \( \lambda^2 < 0 \), and therefore, does not have an imaginary root. In order to prove (a), one may set \( \lambda^2 = 0 \) in Eq. (44), which results in

\[
f(0) = \tilde{D}_1 \left[ \frac{1}{\gamma_1} + \sqrt{\frac{\beta_1}{\tilde{D}_1}} \coth \left( \sqrt{\frac{\beta_1}{\tilde{D}_1}} \gamma_1 \right) \right] \\
+ \sigma_1 \left[ \frac{1}{\gamma_1} + \sqrt{\frac{\beta_2}{\tilde{D}_1}} \coth \left( \sqrt{\frac{\beta_2}{\tilde{D}_1}}(1 - \gamma_1) \right) \right]
\]

(45)

Now, the second term on the right hand side of Eq. (45) is always positive, since \( \tilde{D}_1 \beta_2 > 0 \) and \( 1 - \gamma_1 > 0 \) in the present problem, and \( \coth(x) > 0 \) for real, positive \( x \). Further, the first term on the right hand side in Eq. (45) may be written as \( \frac{\tilde{D}_1}{\gamma_1}[-1 + x \coth(x)] \), where \( x = \sqrt{\frac{\beta_1}{\tilde{D}_1}} \gamma_1 \). Now, since \( \tilde{D}_1 > 0 \) in the present problem, and \( \coth(x) > 1 \) for real, positive \( x \), therefore, the first term on the right hand side in Eq. (45) is also positive. This proves that \( f(0) > 0 \) when \( \beta_1 > 0 \) and \( \beta_2 > 0 \).

In order to prove (b), Eq. (44) is re-written in terms of the imaginary complement, \( \lambda = i\bar{\lambda} \), where \( i = \sqrt{-1} \) is the unit imaginary number. This results in

\[
f(\bar{\lambda}^2) = \tilde{D}_1 \left[ \frac{1}{\gamma_1} + \bar{\omega}_1 \coth(\bar{\omega}_1 \gamma_1) \right] + \sigma_1 \left[ \frac{1}{\gamma_1} + \bar{\omega}_2 \coth(\bar{\omega}_2(1 - \gamma_1)) \right]
\]

(46)

where

\[
\bar{\omega}_1 = \sqrt{\lambda^2 + \beta_1} / \tilde{D}_1; \bar{\omega}_2 = \sqrt{\lambda^2 + \beta_2}
\]

(47)

In order to prove (b), it is sufficient to prove that \( \frac{df}{d\bar{\lambda}} > 0 \) for \( \bar{\lambda} > 0 \). Eq. (46) is differentiated to result in

\[
\frac{df}{d\bar{\lambda}} = \frac{1}{\gamma_1} + \sqrt{\frac{\beta_1}{\tilde{D}_1}} \coth \left( \sqrt{\frac{\beta_1}{\tilde{D}_1}} \gamma_1 \right) \left( 1 - \frac{1}{\gamma_1} - \frac{\gamma_1}{\beta_1} \right)
\]

(48)

Now,

\[
\frac{df}{d\bar{\lambda}} = \frac{1}{\lambda^2 + \beta_1} \left( \frac{1}{\lambda^2 + \beta_1} \right) + \sigma_1 \left( \frac{1}{\lambda^2 + \beta_1} \right) \left( \frac{1}{\lambda^2 + \beta_2} \right)
\]

(49)

Therefore, the present problem, with \( \beta_1 > 0 \) and \( \beta_2 > 0 \) admits only real eigenvalues.

In order to illustrate the mathematical proof presented above, Fig. 2 presents plots of the eigenfunction close to \( \lambda^2 = 0 \). The plot is presented in both real \( (\lambda^2 > 0) \) and imaginary \( (\lambda^2 < 0) \) regions for several positive values of \( \beta_1 \) and \( \beta_2 \). The value of the eigenfunction at \( \lambda^2 = 0 \) and the first eigenvalue for each case are indicated by circular and square symbols, respectively. The plot clearly shows, as predicted by the proof presented above, that \( f(\lambda^2) > 0 \) in each case, including the limiting case of \( \beta_1 = \beta_2 = 0 \), as shown by circular symbols, and that \( f(\lambda^2) \) is a monotonically increasing function as the magnitude of \( \lambda^2 \) increases in the imaginary region \( (\lambda^2 < 0) \). As a result, the eigenfunction curve never crosses the x axis in the imaginary region, and therefore, there is no possibility of an imaginary eigenvalue. In contrast, a case of negative \( \beta_1 \) and \( \beta_2 \) corresponding to a species-generating reaction term is also plotted in Fig. 2 for illustration. In this case, while \( f(\lambda^2) \) is still a monotonically increasing function as the magnitude of \( \lambda^2 \) increases in the imaginary region, however, \( f(\lambda^2) < 0 \), and therefore, the eigenfunction must cross the negative x-axis, resulting in the existence of an imaginary eigenvalue.

The physical interpretation of this result is related to the absorptive nature of the reaction term when \( \beta_1 > 0 \) and \( \beta_2 > 0 \). In such a case, the drug is absorbed by reaction throughout the domain, and there is no likelihood of a reaction-driven build-up of drug that may lead to divergence of the drug concentration distribution. In contrast, in a thermal diffusion-reaction problem involving an exothermic reaction (i.e., \( \beta_1 \) and \( \beta_2 \) may be negative), imaginary eigenvalues have been shown to exist [9]. This is because in
such a case, heat is generated proportional to the local temperature, leading to temperature rise, which may further increase the heat generated, eventually leading to thermal runaway. In contrast, this is not a present problem where the reaction term results in absorption, not generation of the drug.

Note that according to Eq. (15), $\omega_{1,n}$ and/or $\omega_{2,n}$ may become imaginary even if $\lambda_n$ is real, for example, when $\bar{\beta}_1$ and/or $\bar{\beta}_2$ is large and positive. However, this does not present a problem. For example, if $\omega_{1,n}$ is real and $\omega_{2,n}$ is imaginary, then, $p_n$ is imaginary, $s_n$ is imaginary and hence $g_n$ remains real, according to Eqs. (32), (33) and (35), respectively. Therefore, from Eqs. (30) and (31), the concentration distributions $\theta_1$ and $\theta_2$ remain real. Similarly, for each of the other three cases, it can be shown that the concentration distributions $\theta_1$ and $\theta_2$ remain real regardless of the nature of $\omega_{1,n}$ and $\omega_{2,n}$.

### 5. Results and discussion

This section discusses a number of results based on the analytical model presented in Sections 2 and 3. The values of various parameters in the problem are taken from the literature, and are summarized in Table 1. Specifically, diffusion coefficients in the core and shell are taken from past measurements [30]. A representative geometry of the core-shell structure and value of the drug partition coefficient is also assumed, based on previous work [22]. There is a relative lack of literature to estimate the values of $\bar{\beta}_1$ and $\bar{\beta}_2$. Based on parameter estimation using experimental data and a numerical simulation model, Pontrelli, et al. have reported Damköhler numbers for the chemotherapeutic agent daunorubicin and [Cu(TPMA) (Phenantroline)] (ClO4)2, a common metallodrug [8]. Their data suggests strong pH dependence of $\bar{\beta}_1$ and $\bar{\beta}_2$, with values ranging from 0.1 to 10.9. Given the strong pH dependence, representative values within this range are chosen for the present analysis. Further, Sh can, in general, vary between zero (impenetrable boundary) to infinity (infinite sink). A number of different values of Sh are considered in the analysis presented here.

Prior to analysis of this problem, it is important to note that since the analytical solution derived here is in the form of an infinite series solution, it must, in practice, be truncated to a finite number of terms for computation. Therefore, the effect of number of terms on accuracy must be established. Fig. 3(a) plots concentration at two specific points in the core and shell as functions of time for 1, 3, 10 and 100 terms in Eqs. (30) and (31). These plots show good convergence with ten terms. Curves corresponding to ten terms are nearly coincident with those corresponding to hundred terms. Numerical data for concentration at two locations, and at four different times are listed for different number of eigenvalues (1, 3, 10 and 100) are summarized in Table 2. Computed data for 10 and 100 terms are identical up to 16 decimals.

For the same problem, Fig. 3(b) plots the mass of drug released as a function of time, as predicted by Eq. (38) with 1, 3, 10 and 100 terms. Similar to Fig. 3(a), these plots show good convergence of the series solution within ten terms. Numerical data for $\psi(\tau)$ for different number of eigenvalues are presented in Table 3. These data supplement Figs. 3(a) and 3(b) in establishing convergence with ten terms.

Note that the error incurred by the use of only one term is around 10.7% at $\tau = 0.3$, which may be acceptable for some engineering applications. Since the computational time involved in the series terms is negligible, all plots presented in this work are computed with ten terms to ensure good accuracy. Note that eigenvalues are computed using an algorithm that discretizes and carries out a root search based on Newton-Raphson method in regions where the eigenequation curve crosses the $x$-axis. The first ten eigenvalues determined for this problem are listed in Table 4.

Comparison of the theoretical model presented here with past work based on numerical simulations [22] is carried out next. In this past work, diffusion in a two-layer spherical structure with the environment around the sphere considered as a third layer was numerically computed. No reaction was modeled and the initial drug concentration was assumed to exist only in the inner-most layer. Using the parameters presented in this paper, concentration distributions at different times and amount of drug remaining as function of time are computed and compared with numerical calculations presented in the past work, as shown in Figs. 4(a) and 4(b), respectively. In both cases, there is very good agreement between the present theoretical work and the past numerical study. Note that the present work is a significant generalization of the three-layer geometry considered in the past work. In addition to generalizing to an arbitrary number of layers, the present work also accounts for a reaction term in each layer. Moreover, closed-form analytical solutions presented in this work are preferable over numerical solutions both for theoretical elegance, as well as for practical ease of implementation.

The first ten eigenvalues determined for this problem are listed in Table 4.

Fig. 5 presents a plot of the various performance parameters of interest for a representative problem. For the parameter values listed in Table 1, and with $Sh = 10$. Fig. 5 plots the cumulative mass of drug released, $\psi(\tau)$, cumulative mass of drug absorbed in core and shell, $\lambda(\tau)$ and $\gamma(\tau)$, respectively, and the mass of drug remaining in core and shell, $\rho_1(\tau)$ and $\rho_2(\tau)$. Plots are presented for cases with reaction ($\bar{\beta}_1 = \bar{\beta}_2 = 4$) and without reaction ($\bar{\beta}_1 = \bar{\beta}_2 = 0$) in Figs. 5(a) and 5(b), respectively. $\bar{\beta}_1$ and $\bar{\beta}_2$ are assumed to be equal to each other for simplicity, although the model is capable of considering different values for the two. There is a very short initial period, not clearly visible in Fig. 5, where $\psi(\tau)$ does not rise appreciably. This corresponds to the period during which the drug is still diffusing through the core/shell. Beyond this short period, both Figures show a gradual increase in the cumulative amount of drug released, followed by plateauing out at large time. The mass of drug remaining in the core, $\rho_1(\tau)$ starts at a value of $t = 0$, representing all of the drug being present in the core at $t = 0$. As time passes, $\rho_1(\tau)$ decreases towards zero at large time, which is because of drug diffusion from the core into the shell. On the other hand, the mass of drug remaining in the shell, $\rho_2(\tau)$ starts at zero, rises rapidly at first, due to diffusion from the core, and then gradually decays away, as drug released from the outer surface of the shell outweighs drug diffusing into the shell from the core. The cumulative mass of drug absorbed in the core and shell $\lambda(\tau)$ and $\gamma(\tau)$, respectively rises with time, but as the drug concentration in the core and shell itself reduces, $\lambda(\tau)$ and $\gamma(\tau)$ also reach a terminal value. At large times, all of the initial drug has been either released into the outside or absorbed in reactions in the core and shell. As expected, and as shown in Fig. 5(b), when $\bar{\beta}_1 = \bar{\beta}_2 = 0$, corresponding to no reaction, $\lambda(\tau)$ and $\gamma(\tau)$ are both zero throughout, and all of the initial drug loading is released into the release medium. In contrast, a non-zero value of $\bar{\beta}_1$ and $\bar{\beta}_2$ results in a reduced mass of total drug released. For both cases, however, as expected, the sum of

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>$30 \times 10^{-11}$ m$^2$s$^{-1}$</td>
<td>[30]</td>
</tr>
<tr>
<td>$D_2$</td>
<td>$5 \times 10^{-11}$ m$^2$s$^{-1}$</td>
<td>[30]</td>
</tr>
<tr>
<td>$R_1$</td>
<td>$1.5 \times 10^{-3}$ m</td>
<td>[22]</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$1.7 \times 10^{-3}$ m</td>
<td>[22]</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>1</td>
<td>[22]</td>
</tr>
</tbody>
</table>
Fig. 3. Effect of number of eigenvalues on (a) Concentration distributions at $\xi = \gamma_1/2$ (core) and $\xi = (1 + \gamma_1)/2$ (shell) as functions of $\gamma_1$. Other problem parameters are $D_1 = 6, Sh = 10, \tilde{\beta}_1 = \tilde{\beta}_2 = 4, \sigma_1 = 1; \gamma_1 = 0.882.$

Table 2
Computed values of concentrations at $\xi = \gamma_1/2$ (core) and $\xi = (1 + \gamma_1)/2$ (shell) at four different times for 1, 3, 10 and 100 eigenvalues. Problem parameters correspond to Fig. 3.

<table>
<thead>
<tr>
<th>$\gamma_1$</th>
<th>Number of eigenvalues</th>
<th>% difference between results with 10 and 100 eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>0.10</td>
<td>0.2216588350250146</td>
<td>0.2215727325025029</td>
</tr>
<tr>
<td>0.20</td>
<td>0.09205481921384</td>
<td>0.092054724085412</td>
</tr>
<tr>
<td>0.30</td>
<td>0.004772983324453</td>
<td>0.004772983324453</td>
</tr>
</tbody>
</table>

Table 3
Computed values of $\tilde{\psi}(\tau)$ at four different times for 1, 3, 10 and 100 eigenvalues. Problem parameters correspond to Fig. 3.

<table>
<thead>
<tr>
<th>$\tilde{\psi}(\tau)$</th>
<th>Number of eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>1</td>
</tr>
<tr>
<td>0.05</td>
<td>0.485963075193943</td>
</tr>
<tr>
<td>0.10</td>
<td>0.886397811330161</td>
</tr>
<tr>
<td>0.20</td>
<td>0.828655556349852</td>
</tr>
<tr>
<td>0.30</td>
<td>0.002738139104935</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison of the present theoretical model with past numerical model [22] for a three-layer problem: (a) concentration distribution at three different times with $Sh = 100, 000$; (b) fraction of drug remaining in core as a function of time for two different values of $Sh$. Consistent with past work, the values of other parameters are $D_1 = 1, D_2 = 0.167; \sigma_1 = 1; \gamma_1 = 0.05; \gamma_2 = 0.056.$

$\tilde{\psi}(\tau), \tilde{\chi}_1(\tau), \tilde{\chi}_2(\tau), \tilde{\beta}_1(\tau)$ and $\tilde{\beta}_2(\tau)$ is one at all times, in keeping with conservation of mass as governed by Eq. (43).

Figs. 6(a) and 6(b) plot illustrative concentration distribution curves at multiple times in the core-shell composite with and without reaction, respectively. Starting at $t = 0$ with a uniform concentration of 1 and 0 in the core and shell, respectively, these plots show gradual decay of the concentration distribution in the core. On the other hand, concentration distribution in the shell increases first, as the drug diffuses into the shell from the core, and then decreases once the drug begins to release into the outside medium. At large times, as expected, the drug concentration profiles in both core and shell decay to zero.

The Sherwood number, $Sh$, and Damköhler numbers, $\tilde{\beta}_1$ and $\tilde{\beta}_2$ play a key role in determining the nature of drug release in this problem. The impact of $Sh$ on the drug release process is investigated in Fig. 7. The cumulative amount of drug released is plotted.
as a function of time for four different values of Sh in Fig. 7(a). The lowest value considered here, Sh = 1, represents a very slow rate of release, which may be relevant, for example, when drug transport/clearance within the release medium is slow. On the other hand, as Sh increases, Fig. 7(a) shows increasingly faster drug release. A sufficiently high Sh essentially achieves an infinite sink condition. Saturation sets in around Sh = 100, beyond which, there is little change in the drug release profile with further increasing Sh. Therefore, in this case, a value of Sh = 100 or greater represents a perfect sink condition. Note that even in this case, not all of the drug is released because of the absorption reactions occurring within the core and shell that may entrap some of the drug before it can be released at the outer surface. A low value of Sh not only reduces the rate at which the drug is released into the ambient, but also the total mass of drug released. This is because a low value of Sh increases the residence time of the drug inside the sphere before release, increasing the mass of drug available for reaction and thereby reducing the total mass of releaseable drug. Fig. 7(b) plots the time taken to release 95% of the drug as a function of Sh, which is representative of the release time of the drug. This is an important parameter to quantify the nature of drug release since drug release occurs asymptotically. It is seen that as Sh increases, the time taken to release decreases, as expected. Further, Fig. 7(b) also shows some dependence on the Damkőh-
Fig. 8. Effect of Damköhler number: (a) $\hat{\psi}(\tau)$ as a function of $\tau$ for multiple values of $\bar{\beta}_1$ and $\bar{\beta}_2$; (b) time taken to deliver 95% of the eventual dose delivered as a function of $\bar{\beta}_1 = \bar{\beta}_2$ for three different values of $Sh$. Other problem parameters are $\bar{D}_1 = 6; \sigma_1 = 1; \gamma_1 = 0.882$. In addition, for part (a), $Sh = 1000$.

Table 4

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\lambda_n$</th>
<th>$\hat{\psi}(\tau)$</th>
<th>$\bar{D}_1$, $\bar{\beta}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.192317813412143</td>
<td>3.141592653589793</td>
<td>$\bar{D}_1 = 1000$; $\bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>2</td>
<td>11.847320121314180</td>
<td>6.282950128659031</td>
<td>$\bar{D}_1 = 6; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>3</td>
<td>17.539932046367877</td>
<td>9.42259536867273</td>
<td>$\bar{D}_1 = 1000; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>4</td>
<td>22.838856910436374</td>
<td>12.558852940305355</td>
<td>$\bar{D}_1 = 6; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>5</td>
<td>30.244295376676854</td>
<td>15.684890369844636</td>
<td>$\bar{D}_1 = 1000; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>6</td>
<td>37.524913153224276</td>
<td>18.791471185466413</td>
<td>$\bar{D}_1 = 6; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>7</td>
<td>42.860965183416816</td>
<td>21.865718979577946</td>
<td>$\bar{D}_1 = 1000; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>8</td>
<td>48.850442642322449</td>
<td>24.882536952030190</td>
<td>$\bar{D}_1 = 6; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>9</td>
<td>56.394997248496004</td>
<td>27.835028641330229</td>
<td>$\bar{D}_1 = 1000; \bar{\beta}_2 = 0$</td>
</tr>
<tr>
<td>10</td>
<td>63.632628649500020</td>
<td>30.739295191900858</td>
<td>$\bar{D}_1 = 6; \bar{\beta}_2 = 0$</td>
</tr>
</tbody>
</table>

Fig. 9. Effect of Damköhler number: Total drug released at large time as a function of $\bar{\beta}_1$ and $\bar{\beta}_2$ for four different values of $Sh$. Problem parameters are same as Fig. 8.

ler numbers, especially at low $Sh$. For the same Sherwood number, a high value of the Damköhler number results in more rapid completion of the release process. This is because a high value of Damköhler number contributes significantly towards entrapment of the available drug in the sphere. This effect is more prominent at small $Sh$, whereas at large $Sh$ approaching constant concentration conditions on the outer surface, the time taken for release is not very sensitive to the Damköhler numbers.

Fig. 8 presents additional results to illustrate the impact of the Damköhler number on the drug release characteristics. Fig. 8(a) presents the cumulative fraction of drug released as a function of time for multiple values of the Damköhler number, assumed to be the same in both layers. The limiting case of $\bar{\beta}_1 = \bar{\beta}_2 = 0$ is also presented. Fig. 8(a) shows that as the Damköhler number increases, the mass of drug released steadily reduces. This is expected because an increased rate of reaction results in greater drug entrapment within the sphere. Fig. 8(a) is plotted for a very high value of $Sh$, for which, the total drug released decreases slightly with increasing Damköhler number.

Fig. 8(b) plots the time taken to release 95% of the drug as a function of Damköhler number, which is representative of the release time of the drug. It is seen that as the Damköhler number increases, the time taken to release decreases, as expected. The reduction is particularly steep at small values of $Sh$. When $Sh$ is large, which may happen when the release medium around the capsule is very large, the release time is lower and relatively independent of the Damköhler number. This is primarily because of faster diffusion due to the infinite sink around the capsule at large $Sh$.

Further, Fig. 9 plots the total drug released from the sphere at large time as a function of the Damköhler number, for four different values of $Sh$, ranging from a low value, corresponding to very restrictive mass transfer at the boundary to a large value, corresponding to rapid mass transfer at the boundary. For large $Sh$, Fig. 9 shows small reduction in the drug released with increasing Damköhler number, consistent with Fig. 8(a). However, when $Sh$ is relatively small, there is a rapid reduction in the drug released with increasing Damköhler number. This is because at small $Sh$, the drug residence time within the sphere is large, which results in greater absorption due to reaction, and, therefore, greater sensitivity of the total drug released to the reaction rate represented by the Damköhler number.

It is of interest to investigate the impact of the shell thickness on drug release characteristics. For this purpose, a drug-loaded core of fixed size of 1.5 mm radius is considered, and the drug release curve is computed using the theoretical model presented here for several different shell thicknesses, ranging from a very thin shell (5% of core radius) to a very thick shell (80% of core radius). All other parameters of the problem are held constant, including $h = 3.17 \times 10^{-5} \text{ m s}^{-1}$ and $\bar{\beta}_1 = \bar{\beta}_2 = 8.06 \times 10^{-5} \text{ s}^{-1}$ corresponding to $Sh = 1000$ and $\bar{\beta}_1 = \bar{\beta}_2 = 4.0$, respectively, for the smallest-sized sphere considered here. Other parameters are taken from Table 1. Fig. 10 shows that as the shell thickness increases, with core radius fixed, there is a gradual reduction both in the rate at which drug is released, as well as the total drug that is eventually released. This is because a thicker shell increases time for the drug to diffuse from the core to the outer surface. Additionally, this makes the drug available for absorption within the sphere for
a longer time, which reduces the total mass of drug that is eventually released. Fig. 10 shows rapid release of the drug starting at \( \tau = 0 \) for a thin shell. As the shell becomes thicker and thicker, the curve becomes flatter and flatter at early times, due to the finite time taken for diffusion through the shell. Fig. 10 shows that while a thick shell may result in more steady drug release over a longer time, which may be desirable for some conditions, however, having a thick shell may also necessitate greater initial loading due to the increased propensity of absorption.

Fig. 11 presents the impact of the thickness and diffusion coefficient of the coating on drug release characteristics. The fraction of drug released is plotted as a function of time for multiple values of the non-dimensional coating parameter \( \bar{g} \), including the baseline curve for no coating, \( \bar{g} = 0 \). Fig. 11 shows negligible impact of the coating on the drug release characteristics when \( \bar{g} \) is small. However, as \( \bar{g} \) rises, the drug release curve slows down due to the resistance offered by the coating. In addition, due to the absorption processes that occur within the core and shell, this also results in reduced mass of drug released. Similar to the impact of \( Sh \), this means a more gradual release when \( \bar{g} \) is large, but the trade-off is the reduction in the total mass of drug released. Note that the resistance-based model described above is likely to lose accuracy as the coating becomes thicker and thicker because this model inherently neglects the transient concentration gradients within the coating.

6. Conclusions

Experimental investigation of drug release from capsules typically involves multiple experiments involving several different design configurations. The time and costs associated with these experiments is often excessive. The mathematical model and analysis presented here may potentially help in early stage evaluation and down-selection of candidate drug delivery materials and geometries. While some existing literature is available on a two-layer capsule for specific applications, the present work generalizes this treatment by presenting a solution for an arbitrary number of layers that accounts for binding reactions within the capsule, as well as general convective boundary conditions on the outside, therefore accounting for multiple types of micro-environment around the capsule. Despite some simplifying assumptions, the model presented here is able to provide a closed-form solution for drug diffusion dynamics through a multi-layer capsule. In addition to providing theoretical insights into the fundamental nature of this problem, the analytical solution is also expected to offer reduced computational cost compared to a full-scale numerical calculation.

It is important to recognize key assumptions and limitations of the present one-dimensional model. Binding reactions within the sphere are modeled using first-order reaction kinetics. Drug dynamics in the medium outside the capsule are ignored, so that the interactions between the capsule and the medium are represented entirely by the boundary condition. Diffusion coefficients are assumed to be independent of concentration. For most practical applications, such assumptions may be reasonable, and therefore, model results may be helpful in evaluation of materials/geometries and design of experiments.
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Appendix A. Derivation of the eigenequation and expressions for coefficients \( A_{m,n} \) and \( B_{m,n} \)

A formal derivation of the eigenequation for the general \( M \)-layer case is presented below. In short, several coefficients appearing in Eqs. (16)-(19) are systematically eliminated, and finally, the ratio of the coefficients for the \( M^{th} \) layer is written in two different ways, leading to the eigenequation.

To begin with, one may write \( A_{m,n} \) in terms of \( B_{m,n} \), and \( B_{m,n} \) in terms of \( B_{1,n} \) as follows:

\[
\eta_{m,n}(\lambda_n) = \frac{A_{m,n}}{B_{m,n}} \quad (A.1)
\]

\[
B_{m,n} = B_{1,n} \Phi_m \quad (A.2)
\]

so that, from Eq. (14), one may write

\[
f_{m,n}(\xi) = B_{1,n} \Phi_m \eta_{m,n}(\xi) \quad (A.3)
\]

where

\[
\Phi_1 = 1 \quad (A.4)
\]
\[ \Phi_m = \frac{\sigma_m \cdot q_{m-1,n}(\gamma_{m-1})}{q_{m-1,1}(\gamma_{m-1})} - \frac{\sigma_m \cdot 2q_{m-2,n}(\gamma_{m-2})}{q_{m-2,1}(\gamma_{m-2})} - \cdots - \frac{\sigma_m \cdot 2q_{2,n}(\gamma_{2})}{q_{2,1}(\gamma_{2})} + \frac{\sigma_m \cdot q_{1,n}(\gamma_{1})}{q_{1,1}(\gamma_{1})} \quad (m = 2, 3, \ldots M) \]  
\[ \xi_m = \eta_{m,n}(\lambda_n) \cos(\omega_{m,n}\xi_n) + \sin(\omega_{m,n}\xi_n) \]  

Further, from Eqs. (16) and (17), the functions \( \eta_{1,n}(\lambda_n) \) and \( \eta_{M,n}(\lambda_n) \) are given by

\[ \eta_{1,n}(\lambda_n) = 0 \]  
\[ \eta_{M,n}(\lambda_n) = -\frac{1 - \omega_{M,n}\cot(\omega_{M,n}) - Sh}{\cot(\omega_{M,n}) + \omega_{M,n} - Sh \cdot \cot(\omega_{M,n})} \]  

Now, by using Eq. (13) in Eq. (11), and using equations (A.3) and (A.5), one may write

\[ \tilde{D}_m q_{m,n}(\gamma_m) = \frac{\tilde{D}_{m-1} q_{m-1,n}(\gamma_{m-1})}{\eta_{m-1,n}(\lambda_n)} \cos\left(\omega_{m-1,n}\gamma_{m-1}\right) + \sin\left(\omega_{m-1,n}\gamma_{m-1}\right) \]  
\[ \tilde{D}_m q_{m,n}(\gamma_m) = \frac{\tilde{D}_{m-1} q_{m-1,n}(\gamma_{m-1})}{\eta_{m-1,n}(\lambda_n)} \cos\left(\omega_{m-1,n}\gamma_{m-1}\right) + \sin\left(\omega_{m-1,n}\gamma_{m-1}\right) \]  

which, with some simplification, results in

\[ \eta_{n+1,n}(\lambda_n) = \frac{\tilde{D}_{n+1} q_{n+1,n}(\gamma_{n+1})}{\tilde{D}_n q_{n,n}(\gamma_n)} \left[ \left( \tilde{D}_{n+1} q_{n+1,n}(\gamma_{n+1}) \right) \right] \]  
\[ \eta_{n+1,n}(\lambda_n) = \frac{\tilde{D}_{n+1} q_{n+1,n}(\gamma_{n+1})}{\tilde{D}_n q_{n,n}(\gamma_n)} \left[ \left( \tilde{D}_{n+1} q_{n+1,n}(\gamma_{n+1}) \right) \right] \]  

Note that the over-dot denotes the derivative with respect to \( \xi_n \).

Equation (A.10) is valid at each interface, \( m = 1,2,3,M-1 \). Setting \( m = M-1 \) in Eq. (A.10) and comparing with Eq. (A.8) results in elimination of the coefficients and therefore, an equation that generates the eigenvalues \( \lambda_n \). Therefore, the eigenvalue for the general M-layer problem is:

\[ \frac{\tilde{D}_m q_{m,n}(\gamma_m)}{\eta_{m-1,n}(\lambda_n)} \cos\left(\omega_{m-1,n}\gamma_{m-1}\right) + \sin\left(\omega_{m-1,n}\gamma_{m-1}\right) \]  

Once the eigenvalues are determined from the roots of the transcendental equation (A.11), the coefficients \( A_{m,n} \) and \( B_{m,n} \) may be determined by assuming one of the coefficients, say, \( B_{l,n} \), to be one, and determining all other coefficients in terms of \( B_{l,n} \) from Eqs. (16)-(19). This is possible because Eqs. (16)-(19) are homogeneous, and, therefore, an infinite number of solutions exist, provided that the determinant of the equations is zero, which is equivalent to equation (A.11) being satisfied.

From Eq. (16), \( A_{l,n} = 0 \). An iterative expression for determining \( A_{m+1,n} \) and \( B_{m+1,n} \) in terms of \( A_{m,n} \) and \( B_{m,n} \) for each \( m = 1,2,3,M-1 \) is derived here.

From Eq. (18)-(19), the following pair of linear algebraic equations may be written for \( A_{m+1,n} \) and \( B_{m+1,n} \) for each \( m = 1,2,3,M-1 \)

\[ a_{m,n} A_{m+1,n} + b_{m,n} B_{m+1,n} = u_{m,n} \]  

Note that \( u_{m,n} \) and \( v_{m,n} \) are known in terms of \( A_{m,n} \) and \( B_{m,n} \). Therefore, \( A_{m+1,n} \) and \( B_{m+1,n} \) may be recursively determined in terms of \( A_{m,n} \) and \( B_{m,n} \) for \( m = 1,2,M-1 \) using Eqs. (A.17).
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