**Summary**

In certain high-pressure and low-temperature reservoirs, the density of CO₂ may be substantially higher than the oil density. Upon mixing of CO₂ and oil, a gas phase with a high content of methane (C₂₃) may also appear. When the C₂₃ content is high, this gas phase may have a lower density than the oil. In relation to this phenomenon, we have conducted three comprehensive experiments studying CO₂ injection from the top and bottom of a vertical core and injection in a horizontal core. The injection rate is 1 PV/day. This low rate allows the study of diffusion. The core diameter used in this work is 3.8 cm and the length is 27.3 cm. The tests are conducted at a pressure of 441 bar and a temperature of 60°C. At 2.6 hydrocarbon pore volume injection (PV), the coreflow results give a recovery of 98% for bottom injection, 84% for top injection, and 92% for horizontal injection. We have also conducted an extensive set of measurements to determine swelling, viscosity, and density for the calibration of an equation of state. We simulate the experiments using a state-of-the-art higher-order finite-element three-phase compositional model. The simulations suggest that the endpoint relative permeability of the CO₂-rich phase may be lower than the oil phase. The results also show that Fickian diffusion should be taken into account, but that the diffusion coefficients are reduced, because the CO₂/oil mixtures are not in the near-critical region for much of the injection. Even in a horizontal core there is a considerable gravity effect. One main conclusion is that there may be vast differences between CO₂ injection in a 1D slim tube and in a core where there may be a 2D flow. A related conclusion is that analysis of CO₂ coreflooding may provide important parameters for field-scale problems.

**Introduction**

CO₂ injection is being increasingly considered to improve oil recovery in both new reservoirs, and reservoirs that have been previously depleted and/or water flooded (DOE 2011). Compared with water and nitrogen injection, CO₂ injection may offer important advantages because of strong phase behavior:

1. When CO₂ dissolves in oil, it may increase the liquid volume (swelling), expelling oil from the rock matrix. This is a large-scale effect: when the oil volume increases in the CO₂-invaded region, it forces the oil to flow throughout the domain. Swelling may also lead to oil recovery beyond the residual oil saturation: when CO₂ dissolves in the “residual” oil, it may increase the oil volume above the residual saturation, allowing more oil to flow.

2. Residual oil may evaporate when exposed to a sufficient flow of CO₂-rich gas. Because of evaporation, the concept of residual oil may not be relevant when studying CO₂ injection.

3. When CO₂ mixes with oil, it may reduce the oil viscosity and increase the fluid mobility. This, however, is a local effect. Furthermore, the opposite may also happen: lighter components may evaporate and be flushed out, leaving a denser, more viscous oil.

4. The high solubility of CO₂ in oil significantly reduces the effect of capillary pressure in studying CO₂ injection, in particular at high reservoir pressures (Firoozabadi et al. 1988). In this work, we will neglect capillarity.

5. We demonstrate in this work that CO₂ injection may alter the rock wettability and result in a low-endpoint, CO₂-rich gas relative permeability.

6. Finally, a unique phase-behavior effect of CO₂-oil mixing is that the density of the oil may increase because of the CO₂ dissolution (Simon et al. 1978; Ashcroft and Isa 1997). This may either aid gravitational drainage or potentially make the front gravitationally unstable, as we will discuss in this paper.

In addition to improved oil recovery, there is the environmental and economic interest in using CO₂ injection in depleted reservoirs to store CO₂ from industrial sources in order to alleviate the effect of CO₂ emission on global warming.

The unique phase behavior mentioned previously makes CO₂ injection a desirable option for enhanced oil recovery (EOR). At the same time, successful CO₂-injection projects require a better understanding of the process. Given the exceedingly large scale of field problems and cost of pilot projects, it is illustrative to study specific aspects of the CO₂ injection process in laboratory experiments. In this paper, we will consider gravitational effects by positioning a core either in a horizontal or a vertical position. In the latter case, we will compare CO₂ injection from the bottom and from the top. Because the CO₂ density is higher than the oil density for the conditions of our interest, injection from the top is expected to be gravitationally unstable without significant Fickian diffusion. In the experiments and subsequent modeling, we study the effects of the instability on breakthrough, recovery, and composition in the production stream.

In the literature, and in most commercial simulators, Fickian diffusion is neglected and assumed to be unimportant in homogeneous media where significant compositional gradients only occur near the front. In this work, we find that when Fickian diffusion is neglected altogether, there is no restoring force at the onset of the gravitational instability. Small perturbations therefore grow into large-scale gravitational fingers and fast natural convection (Rongy et al. 2012). Diffusion may dampen these instabilities, with consequences for breakthrough times and final recovery. For the experiments considered in this work, the mixtures of CO₂ with oil turn out to be in the near-critical region, where the diffusion coefficients are reduced and the diffusive restoring force is weaker than at conditions far from the critical point.

To model the experiments, we use our three-phase compositional simulator (Moortgat et al. 2011, 2012), which uses higher-order discontinuous Galerkin (DG) methods to explicitly update mass transport (compositions) and the mixed hybrid finite-element (MHFE) model to implicitly solve for the pressure and velocity fields simultaneously and to the same order of accuracy (Hoteit and Firoozabadi 2005, 2006a,b). Multicomponent Fickian diffusion coefficients are derived from irreversible thermodynamics (Leahy-Dios and Firoozabadi 2007) and diffusion phase fluxes are weighed by their saturations (Moortgat and Firoozabadi 2010) and reduced by the porosity. The MHFE model provides accurate continuous velocity fields, while the DG treatment of mass transport guarantees higher-order accurate compositions. This accuracy is required to capture the small scales at which gravitational...
fingers and convective eddies may occur when the front becomes gravitationally unstable. Lower-order finite difference (FD) methods may obscure even laboratory scale fingers because of the high numerical dispersion.

Injection of supercritical CO₂, that is denser than oil is of interest in enhancing oil recovery from some of the world’s largest oil reservoirs. Yet no comprehensive laboratory experiments have been carried out to study the associated gravitational effects that may impact flow paths and recovery. In this work, we aim to carry out such an investigation. To understand the main physical processes, and to generalize to larger scales, we need reliable numerical modeling. Currently available simulators do not incorporate fully compositional three-phase flow, which satisfies thermodynamic equilibrium by requiring the species’ fugacities to be equal in all three phases, nor do they use an accurate equation of state (EOS) for the aqueous phase. More importantly, commonly used FD methods suffer from numerical dispersion, which may mask the gravitational and viscous instabilities that are the main subject of this investigation. Instead, we employ higher-order finite-element methods for increased accuracy, a fully compositional three-phase split computation, and an accurate cubic-plus-association EOS for the aqueous phase. The oil and gas phase properties are modeled with the Peng-Robinson (PR) EOS (Peng and Robinson 1976). Another focus of the work is a careful examination of relative permeabilities because available simulators do not incorporate gravitational and wettability alteration and a low-endpoint gas relative permeability.

This paper is organized as follows: first, we briefly discuss our modeling of PVT experiments of differential liberation, including fluid characterization and parameter adjustment of an EOS, to accurately calculate the oil’s physical properties and phase behavior. In the second part of the paper, we describe the three CO₂ injection experiments (horizontal injection and vertical injection from the top and bottom), summarize our numerical model, and present our simulation results. We end with our main conclusions.

PVT Data and Modeling

We have measured the oil volume, solution gas/oil ratio (GOR), oil viscosity, and gas formation volume factor of the reservoir oil as a function of pressure at a reservoir temperature of 331.9 K in differential liberation. We have also measured the bubblepoint pressure and oil swelling as a function of dissolution of CO₂, increasing the molar fraction of mixed CO₂ to approximately 35 mol%. We adopt the PR-EOS with volume translation (Jhaeveri and Youngren 1988) for the hydrocarbon phases and the cubic-plus-association and cross-association EOS (Li and Firoozabadi 1988) for the aqueous phase.

The PVT measurements were first matched by a full fluid description of pure components up to a residue of C₃₀. To facilitate efficient compositional simulation of the experiments, we considered various lumping choices, ranging from 6 to 11 (pseudo-) components, and with residues of C₂₀, C₂₅, or C₃₀. We find that extraction by CO₂ of heavier components (above C₂₀) may be captured with sufficient accuracy by a residue of C₂₀, and find no improvement from additional pseudocomponents in the C₂₀–C₃₀ range. The most computationally efficient characterization that accurately reproduces the experimental data has nine components and a residue of C₂₀. Details of the tuned fluid model are given in the Appendix.

Instead of the Lohrenz-Bray-Clark (LBC) model (Lohrenz et al. 1964), we use the Christensen and Pedersen (2006) model (CP) to correlate and predict the phase viscosities in both PVT and coreflooding experiments. The CP model is based on the corresponding-state principle and shows much better performance than the LBC model to correlate the oil viscosity in the PVT experiments. More importantly, the CP model uses a unified approach for the gas and oil phases. This is attractive for our purpose because the coreflooding experiments are conducted in the critical region where the two equilibrium phases are nearly indistinguishable. The CP model has two adjustable parameters.

In the PVT experiments, because the conditions are far from the critical point, the volume translation is applied to the oil phase only, as in the conventional three-parameter PR-EOS. However, in simulating the coreflooding experiments, the volume translation is applied to both the oil and gas phases and smaller CO₂-related BICs (0.08) are used to match the data because the conditions are in the critical region. By using the CP model and applying a volume shift to both phases, both viscosities and densities are continuous across the critical region and insensitive to phase identification.

Figs. 1 through 3 present the comparison between measurements and calculations for the differential liberation. Computed values are given for both the base-case nine-component pseudization up to C₂₀ and four pseudozizations up to C₃₀ with 7, 8, 10, and 11 (pseudo-) components (see the Appendix). When the pressure is higher than the bubblepoint, the mixture is in single-phase state. As the pressure increases, the oil volume slightly decreases (Fig. 1a), the oil viscosity and density slightly increase (Fig. 2), and the GOR is constant (Fig. 3). When the pressure is lower than the bubblepoint, the mixture is in two-phase state. As the pressure is decreased, the gas phase is removed in each liberation step, resulting in a steep decrease in the oil volume and GOR. At the same time, the oil viscosity and density increase significantly owing to the evaporation of the light components. Our calculations agree well with the experiments. Note in Fig. 2b that the CP model correlates better with the experimental viscosity data than does the LBC model, as mentioned previously. In Fig. 4, we compare the data with our calculations of CO₂ mixing. The data
of bubblepoint pressure at 28 and 35.5 mol% of injected CO2 show relatively high uncertainty. Again, we accurately reproduce the increase of the bubblepoint pressure and the swelling of the volume caused by CO2 dissolution. The predictions from the five different fluid characterizations show comparable accuracy, with the best agreement achieved by the nine-component base-case characterization up to C20+, in particular for oil density and viscosity.

Core Injection Experiments and Simulation
In the previous section, we characterized the reservoir oil and obtained the EOS parameters to predict the fluid-phase behavior. In this section, we will consider three CO2 injection experiments and their numerical modeling. First, we will describe the experiments, then provide a brief description of our three-phase compositional algorithm, and finally discuss our modeling of the experiments and further interpret the results.

Coreflood Experiments. Three CO2 injection tests are conducted in the same sandstone core from the side in a horizontal core and from the top and bottom in a vertical core. The core has a length $L = 27.3$ cm, and radius $R = 1.9$ cm.

First, the core was water-saturated. An effective permeability to water of 451 md was measured once at the beginning of the corefloods. The horizontal coreflood was run first. Live oil was used to displace the water and age the core for 4 weeks. After aging, more than 10 PV of live oil was injected until the GOR was stable and there was no more water production. Three
different injection rates were used to measure an effective permeability to oil of 221 md. The porosity is 18.8%.

To recondition the core for the second and third (vertical) corefloods, we injected live oil to displace CO2 for more than 10 PV and we measured the effective permeability. The measured oil permeabilities and connate water saturation of 31% were within the experimental error for the three experiments. The purpose of the experiments in this paper is to investigate and simulate CO2 floods under the effect of orientation. For the sake of consistency, we have used the same values for absolute and relative permeabilities in the modeling of all three experiments.

Both in the restoration process and in all corefloods tests, the temperature is \( T = 331.2 \) K and the confining pressure is \( p = 648.1 \) bar. CO2 is injected at a rate of one hydrocarbon PV per day. Note that the core PV is 58 cm\(^3\) and the hydrocarbon PV is 40 cm\(^3\). In all three experiments, the outlet pressure is kept constant at \( p = 441.3 \) bar and the pressure drop across the core is less than 0.034 bar.

In the three tests, we measure the oil recovery, GOR, and the composition of the produced fluid at the outlet. The measured, as well as simulated, results are summarized in Figs. 5 through 7. In the following, we discuss the essence of the measurements, and later we will provide further discussion in the simulations section.

**Experiment 1: CO2 Injection in the Horizontal Core.** Fig. 5a shows the recovery data vs. PV of injected CO2 in the horizontal core. The recovery plot indicates a final recovery of around 92%, which is somewhere between the bottom and top injection in the vertical core, to be discussed shortly. As we will see in the simulation section, the large density difference of 0.18 g/cm\(^3\) between injected CO2 and oil-in-place results in a substantial gravity effect even in the horizontal core.

**Experiment 2: CO2 Injection in the Top.** Fig. 6a shows a recovery of approximately 83% from CO2 injection from the top in the vertical core. Because of the high density of CO2 of 0.92 g/cm\(^3\), and an oil density of 0.74 g/cm\(^3\), we expect an unstable front, provided it is not stabilized by Fickian diffusion. This aspect of flow will be discussed in detail in the simulation section.

**Experiment 3: CO2 Injection in the Bottom.** As Fig. 7a shows, bottom injection of CO2 achieves the highest recovery of 98% of the initial oil-in-place. Only if mixing of CO2 with the oil results in a methane-rich gas might the front be unstable because of the lower local density of the gas phase. Otherwise, the displacement is stable and efficient.

**Compositional Modeling Algorithm.** We model the experiments with our three-phase compositional modeling code, which is based on an implicit-pressure, explicit-composition scheme that uses higher-order finite-element methods. The pressure equation and the Darcy relation for the sum of the phase fluxes are solved implicitly using the MHFE method, while the mass-transport equation is solved explicitly by the DG approach. Details of the basic algorithm, as applied to two-phase flow, can be found in Hoteit and Firoozabadi (2005, 2006a,b, 2009), Moortgat and Firoozabadi (2010), and the generalization to three-phase flow in Moortgat et al. (2011, 2012). The merit of this approach is that
the pressure and velocity fields are obtained simultaneously and to the same order of convergence. Also, mass transport is calculated at a higher-order accuracy, which results in low numerical dispersion and grid-orientation effects. To obtain a comparable accuracy using finite-difference methods requires significantly finer grids and higher CPU times.

We account for compressibility, gravity, Fickian diffusion, phase-behavior effects, and viscous forces. In the near-critical region, the fluid mixtures exhibit various unusual properties that comprise the bulk of this study. Exceedingly robust and accurate phase-splitting algorithms are required. For the aqueous phase, we assume that the mutual solubility of water and hydrocarbons is negligible. Only CO₂ dissolves in water and water does not evaporate. We account for these various effects, we have seen a need to decrease the Fickian diffusion coefficients (Cussler 1997). To obtain a comparable accuracy using finite-difference methods requires significantly finer grids and higher CPU times.

Our treatment of Fickian diffusion (Moortgat and Firoozabadi 2010) for the hydrocarbon phases is based on the work by Leahy-Dios and Firoozabadi (2007), while diffusion is neglected within the connate water. Leahy-Dios and Firoozabadi (2007) compute the full matrix of multicomponent diffusion coefficients from irreversible thermodynamics considerations in combination with a correlation for the infinite dilution diffusion coefficients. The infinite dilution diffusion coefficients are the binary diffusion coefficients for a two-component system in which one of the components is infinitely diluted in the other component. To obtain the diffusive fluxes in each phase, the fluxes are weighted by the phase saturations.

In porous media, the diffusion coefficients are lower than in open space because of porosity and tortuosity. The reduction factor (or diffusivity) is commonly assumed to be of the form, \( \phi / \tau \), where \( \phi \) is the porosity and \( \tau \) the tortuosity, which is of the order 1 to 6 (Brigham et al. 1961; Donaldson et al. 1976; Cussler 1997). There does not seem to be a consensus in the literature on the exact functional form of the diffusivity factor. Empirical or semi-empirical correlations may disagree with theoretical relations, which are generally derived from idealized pore models packed with spherical or tetrahedral material. Van Brakel and Heertjes (1974) provide a review of various dependencies on porosity and tortuosity. Given this uncertainty, the diffusion coefficients may have to be reduced by as much as an order of magnitude from the open space values.

Furthermore, Fickian diffusion coefficients and fluxes in the critical region need careful consideration. On the basis of thermodynamic stability analysis, the matrix of Fickian diffusion coefficients reduces to zero as the critical point is approached (Ghorayeb and Firoozabadi 2000). There is also clustering of molecules in the critical region, which may result in significant reduction of the Fickian diffusion coefficients (Cussler 1997). To account for these various effects, we have seen a need to decrease diffusion coefficients by a constant overall factor of 0.01 in this work.

In the near-critical region, the gas and liquid phases have similar properties and mix efficiently, which can be modeled by a linear relative permeability model. From the 98% recovery in Experiment 3, we conclude that there is essentially no residual oil
saturation to CO₂ injection. An unusual property of CO₂ is that it may alter the wettability of rock and may have an endpoint relative permeability lower than that of the oil. In the modeling of all three experiments, we find gas and oil relative permeability endpoints of $k_{0g} = 0.4$ and $k_{0o} = 0.6$, respectively. We discuss the effect of alternative relative permeability relations in the following.

The effect of capillary pressure in the high-pressure gas/oil flow is negligible because of a low interfacial tension. At the bubblepoint pressure, various mixtures of CO₂ with the initial oil give a low (computed) interfacial tension, as shown in Fig. 8. For comparison, the interfacial tension of a CO₂/water mixture at the conditions of the experiment ($p = 441.3$ bar, $T = 331.2$ K) is approximately 20 mN/m. We will therefore neglect capillarity in the discussion of numerical modeling that follows.

Simulation Results. In the following subsections, we will discuss our modeling of the three experiments. To understand specific factors affecting the efficiency of CO₂ injection for EOR, we isolate the essential effects of gravity and diffusion. The former is by experimental design, assuming that the effect of gravity is more pronounced in a vertical than a horizontal core (although we will see that gravity may also influence horizontal injection). The latter we investigate numerically by performing simulations of the experiments with and without accounting for Fickian diffusion. Numerical dispersion will mask some of these aspects when either the mesh is insufficiently refined or, equivalently, lower-order methods are used (such as finite difference). We will provide an example of the latter for Experiment 2.

To model the experiments with our 2D compositional model, we take a diametrical cross section of the core with rectangular dimensions of $27.3 \times 3.8$ cm$^2$ (with the long side in either the horizontal or vertical direction). The horizontal experiment is modeled on a $100 \times 21$ element mesh. For the vertical experiments, we...
use a 20 × 100 mesh. We refer to the coarse meshes as Grid 1 in the figures. We verify the convergence of the results in Figs. 5 through 7 by repeating the simulations on a 250 × 50 (or 50 × 250) element mesh, referred to as Grid 2. All the simulations on Grid 1 were also repeated with the seven- and 10-component pseudoizotions with residue $C_30^+$ discussed in the Appendix and included in Figs. 1 through 4. The simulation results are nearly identical, and not shown for brevity. Finally, we investigate the effect of small heterogeneities in the rock cores by performing additional simulations (discussed next), in which the permeability in each grid cell is randomly perturbed by 5% around the average permeability, using the Fortran random-number generator. The core was visually examined and does not suggest large heterogeneities.

Because of connate water, the hydrocarbon pore volume (denoted as PV) in the cross-section is 13.5 cm$^2$. We choose the injection rate as 1 PV/day with respect to this volume. The rock porosity is 18.8%, and the hydrocarbon porosity is 13.0%. At the injection end of the core, we distribute injection wells over all mesh elements on that domain boundary. At the production end, we consider a single production element, where the pressure is kept at a constant $p = 441.3$ bar. The isothermal temperature is $T = 331.2$ K.

**Experiment 1: CO$_2$ Injection in the Horizontal Core.** When CO$_2$ is injected in the horizontal core, we find that the effect of gravity is significant, even though the diameter is relatively small compared to the horizontal length. Fig. 9 shows results for simulations without and with accounting for Fickian diffusion on Grid 1 at 45% hydrocarbon PV (note that in this and all similar figures, the x- and z- axis have independent scales). The denser CO$_2$ initially flows underneath the lighter oil, resulting in relatively early breakthrough. After breakthrough, the recovery rate is reduced (Fig. 5a) because of gas production, and the GOR increases (Fig. 5b). The breakthrough time can be seen most clearly in the compositions in the production well. Figs. 5c through 5d show the CO$_2$ and $C_1$ compositions, respectively, in the gas phase of the production stream after flashing to surface conditions.

Fig. 9a shows the appearance of small-scale gravitational plumes, which are resolved more clearly on Grid 2 in Fig. 10. At the interface between oil and CO$_2$-rich gas, methane evaporates into the gas phase, which results in a mixture that is lighter than the oil and the dense CO$_2$. This lighter gas buoyantly rises upward. Even the small degree of Fickian diffusion in Figs. 9b and 10b largely suppresses the gravitational instability. Numerical dispersion in lower-order methods further suppresses this instability. However, in this experiment, the flow is predominantly in the horizontal direction and we find that the small extent of vertical gravitational fingering does not significantly affect the flow. Results from finite difference simulations with and without Fickian diffusion are comparable (not shown). The effect of diffusion is mostly seen in smearing out some of the fluctuations in the compositions in the production well, observed in the simulations without diffusion (Figs. 5a and b). In field-scale problems and at low injection rates, the gravitational fingering may have more significant effect and numerical dispersion needs to be reduced further. The panels

![Fig. 9—DG simulations of Experiment 1: Overall CO$_2$ composition (molar fraction) at 0.45 PVI (a) without and (b) with Fickian diffusion on 100×21 mesh.](image)

![Fig. 10—DG simulations of Experiment 1: Overall CO$_2$ composition (molar fraction) at 0.45 PVI, (a) without and (b) with Fickian diffusion on 250×50 mesh.](image)
Fig. 12—DG simulations of Experiment 2: Overall CO₂ composition (molar fraction) at 0.67 PVI without Fickian diffusion on (a) CO₂ injection. We carried out an extensive parameter study, variations provide insights in the relative permeability pertaining to converged on the coarse Grid 1 in terms of production data.

Apart from the effects of gravity and diffusion, these experiments provide insights in the relative permeability pertaining to CO₂ injection. We carried out an extensive parameter study, varying the exponents and endpoint relative permeabilities of the oil and gas phases. We find that the results are insensitive to the exponents and endpoint relative permeability. Fig. 11 shows the impact on recovery for a number of simulations (on Grid 1) in which the gas endpoint relative permeability is varied with respect to the base case of \( k_{rg}^0 = 0.4 \), while the other parameters are kept the same. These findings are reasonable: there is a relatively sharp transition from a nearly single-phase gas region to a single-phase oil region (excluding the connate water). In these regions, the relative permeabilities are near their respective endpoint values. The endpoint gas permeability therefore strongly determines the gas mobility and hence the breakthrough time. More interestingly, the experimental results suggest that the CO₂-rich gas phase may have a lower endpoint than the oil, and behaves as the intermediate wetting phase. This finding is in line with some of the data in Müller (2011) for both CO₂/water and CO₂/oil systems. As a final note, a gas endpoint of \( k_{rg}^0 = 0.3 \) (rather than \( k_{rg}^0 = 0.4 \)) results in a slightly later breakthrough time for this experiment, and better reproduces the measured GOR and compositions in the production well. However, \( k_{rg}^0 = 0.4 \) provides the best self-consistent agreement with the measured data across all three experiments, as we will illustrate in the following.

Two more simulations (with and without Fickian diffusion) were performed on Grid 1, in which a 5% heterogeneous spread in rock permeability was introduced, as mentioned previously. The heterogeneities result in slightly different arrival times of the gravitational fingers and plumes, observed in Figs. 5c, 5d, 9, and 10. The recovery and GOR, however, are indistinguishable from the simulations for a homogeneous permeability (not shown).

**Experiment 2: CO₂ Injection From the Top.** In the second experiment, the core is placed in the vertical position, and CO₂ is injected from the top. Because the CO₂ is denser than the oil, the flow is gravitationally unstable. When Fickian diffusion is neglected or is weak near the critical region, there is no stabilizing force and the instability develops at an early time. Initially, the denser CO₂ starts to “drop” in the form of gravitational fingers. Next, when density gradients develop at an angle to the pressure gradients, this is a source term for vorticity in the velocity field, which manifests itself as natural convection. Because of convection, there is not only downward gravitational drainage, but also flow in the horizontal and upward directions. Upward flow may also be induced by evaporation of methane into the CO₂-rich gas phase, resulting in gravitational plumes of lighter gas.

Fig. 12 shows the overall CO₂ composition throughout the domain around the time of breakthrough (0.67 PVI) for simulations with and without Fickian diffusion, and on both Grid 1 and Grid 2. Some smaller-scale features are resolved on Grid 2. However, despite the chaotic small-scale flow, the results converge quite well in terms of breakthrough time, recovery, GOR, and compositions in the production well, as shown in Fig. 6. Comparing the results with and without diffusion, we see that diffusion stabilizes...
the fingering somewhat, resulting in fewer and larger fingers, but, because of the small diffusion coefficients in the near-critical region, the stabilizing effect is insufficient to improve recovery.

The consequence of the gravitational instability manifests itself in the recovery data in Fig. 6 by the early breakthrough and low final recovery of 84% owing to the high GOR. The CO2 and C1 composition studies, the gravitationally induced natural convection is beneficial, because it mixes injected CO2 with water at a higher concentration. However, even weak Fickian diffusion dampens this effect and renders the oil recovery insensitive to small heterogeneities. We could pursue this line of investigation further.

Clearly, in this experiment, the onset and further development of the gravitational instability is critical. As was mentioned in the discussion of the previous experiment, numerical dispersion artificially suppresses the gravitational fingering. In Fig. 13, we see that for simulations on both Grid 1 and Grid 2, using a lower-order FD mass transport update, no gravitational fingers have developed, even when Fickian diffusion is neglected. As a result, the FD simulations do not predict the correct breakthrough time, and overestimate the recovery until the CO2 front reaches the bottom of the core. We like to point out that with a first-order FD approach, one may not be able to capture fingers without going to very fine gridding, which may not be practical because of the high demand in CPU time. In two focused studies, Stalkup (1990) and Stalkup et al. (1990) did not achieve convergence with grid refinement using FD methods, and concluded that a practical approach may require extrapolation to zero grid sizes. We do not see such a need in our finite-element approach.

In heterogeneous reservoirs, gravitational instabilities may play an even more important role. In the context of oil recovery, fingering may lead to early breakthrough, while in carbon-sequestration studies, the gravitationally induced natural convection is beneficial, because it mixes injected CO2 with water at a higher rate than through diffusion alone. Numerical dispersion, inherent to lower-order methods, may be a serious limitation in the modeling of such problems. Finer meshes may reduce the numerical dispersion, but incur high CPU costs. We also note here that in our modeling, the FD approximation is only applied to the mass-transport update. The fluxes are still updated using the MHFE method, which is more accurate than a traditional FD approach.

We further investigate the importance of core heterogeneity and relative permeability in this experiment (on Grid 1). In Fig. 14, we find that small variations in the core permeability result in slightly lower recovery, closer to the measured data, when diffusion is neglected. The heterogeneity provides a trigger for the first onset of gravitational fingering. However, even weak Fickian diffusion dampens this effect and renders the oil recovery insensitive to small heterogeneities. We could pursue this line of investigation further, and consider larger, and correlated, heterogeneities, but this is not supported by our experimental data, and is beyond the scope of this work.

Fig. 13—FD simulations of Experiment 2: Overall CO2 composition (molar fraction) at 0.67 PVI without Fickian diffusion on (a) 20×100 and (b) 50×250 meshes and with diffusion on (c) 20×100 and (d) 50×250 meshes.

Fig. 14—DG simulations of Experiment 2: Dependence of oil recovery on ±2.5% core heterogeneity, computed on 20×100 mesh with Fickian diffusion.
The sensitivity of the results to relative permeability depends most strongly on the endpoint gas relative permeability, similar to the discussion for Experiment 1. This is illustrated in Fig. 15 for oil recovery and GOR for simulations on Grid 1 with Fickian diffusion (the results without Fickian diffusion are similar). We find that a higher endpoint gas relative permeability results in a lower recovery, closer to the measured data. The higher gas mobility results in gravitational fingers breaking through at an earlier time. However, we also see that the higher gas mobility results in an overprediction of GOR. Furthermore, from Fig. 11, we note that an endpoint gas relative permeability of 0.6 significantly underpredicts the oil recovery for Experiment 1. We therefore conclude that the endpoint relative permeabilities of 0.6 for oil and 0.4 for gas produce the best agreement with the experimental data.

**Experiment 3: CO₂ Injection From the Bottom in a Vertical Core.** The most relevant and efficient CO₂ injection scenario for these conditions is to inject CO₂ from the bottom and produce oil from the top. Because the CO₂ is denser than the oil, it may essentially push out the oil in a piston-like displacement. As a result, the final recovery for this experiment is the highest at 98% (Fig. 7a). A few aspects of the phase behavior are worth mentioning.

First, the experimental data from Experiments 1 and 2 suggest that the residual oil saturation of the porous media may be up to 12%. However, as was mentioned in the Introduction, and as can be seen from the 98% recovery in Experiment 3, residual oil saturation may lose its meaning in studying CO₂ injection because of swelling and evaporation of the residual oil.

The second, related remark pertains to the evaporation of lighter oil components. At the phase boundary, methane in particular evaporates into the CO₂-rich gas phase. While pure CO₂ is denser than the oil, the CO₂/methane mixture is lighter, and flows upward faster in gravitational plumes, as illustrated in Fig. 16. As a result, the displacement is not quite piston-like, and both oil recovery and compositions in the production well show a more dispersed front (Fig. 7).
The measured dispersion around the front is larger than our prediction. The reason is likely the same as for the slight overestimation of the recovery in Experiment 2: we expect the gravitational fingering caused by evaporation to be more pronounced in 3D than in our 2D modeling. Underprediction of evaporation caused by our fluid characterization seems unlikely, because we obtain nearly identical results for a range of different pseudoizos and residues up to $C_{30+}$.

Despite this limitation, the simulations predict the correct final recovery and agree reasonably well on the measuredGOR and compositional profiles. Simulations for a heterogeneous domain, in which the permeability is randomly perturbed throughout the domain by $\pm 2.5\%$, predict nearly identical results (not shown). The simulations for this experiment are also insensitive to relative permeability. This is to be expected for near-piston-like displacement of oil by gas.

Generally speaking, we can reproduce and understand the main features of all three experiments carried out in this work.

**Effect of Connnate Water.** Our higher-order compositional simulator accurately models the solubility of CO$_2$ in the connate water and the phase behavior of the resulting CO$_2$/water mixture. The CO$_2$ solubility is obtained from the requirement of equal fugacity of CO$_2$ in the oil, water, and gas phases. The phase behavior of the CO$_2$/water mixture is modeled using a cubic-plus-association and cross-association equation of state. At the experimental conditions, the maximum CO$_2$ solubility in water is 2.8 mol%, or 6.8 mass%. We assumed a water viscosity of 0.48 cp and linear water relative permeability with endpoint 0.3.

The dissolution of CO$_2$ reduces the sweep of the hydrocarbon volume. However, a competing effect is the swelling by up to 5.2 vol% of the aqueous phase due to CO$_2$ dissolution. At the same time, CO$_2$ has a high solubility in the oil, and from Fig. 4b, we find that the swelling of the oil phase may be up to 20 vol%. The net effect of the aforementioned processes is that in all three experiments, the recovery rate before breakthrough is slightly superlinear. A related effect is that the swelling of the aqueous phase increases the water saturation above the residual (connate) level of 31.14% and allows a small amount of water to flow. The density of the mobile water (0.999 g/cm$^3$) is higher than that of the oil and of CO$_2$. The water therefore tends to drain to the bottom, which results in a total water recovery of less than 0.1 vol% in Experiments 1 and 3. In Experiment 2, any nonzero water mobility may amplify the gravitational instability: when CO$_2$ is injected from the top and swells the oil above the residual saturation, both dense CO$_2$ and dense mobile water sit on top of lighter oil. In the subsequent natural convection, some of the mobile water flows downward and reaches the outlet. No water production was measured in the experiments, but the simulations predict a total water production for Experiment 2 of approximately 2.5 vol%.

In summary, the presence of connate water has little effect on the experiments and simulations in which the connate water is simply treated as a porosity reduction provide similar results.

**Conclusions**

The main conclusions drawn from this work are:

1. **Endpoint relative permeability.** The simulation results are sensitive to the endpoint relative permeability of the gas phase, but not to the exponents or the endpoint relative permeability of the oil phase. The measurements can only be reproduced with low endpoints for the gas phase of 0.3–0.4. These values may be similar or even lower than for the oil phase. Given that the gas and oil phase viscosities are similar in the near-critical region, the phase mobilities are also similar, and the distinction between intermediate wetting and non-wetting phases may not be significant.

2. **Effect of gravity.** The unique properties of CO$_2$ deserve careful consideration, as compared with, for instance, N$_2$ injection. In particular, CO$_2$ is supercritical at the temperatures and pressures pertaining to a number of reservoirs, and the density of CO$_2$ may be higher than the density of the reservoir oil. Consequently, CO$_2$ injection from the top is gravitationally unstable and generally results in fingering and subsequent fast natural convection. The latter may efficiently mix the CO$_2$ throughout the domain, but results in early breakthrough and low recovery. We would like to emphasize that these findings could not be obtained from a slim-tube experiment. Various effects that are essential in understanding CO$_2$ injection in a gravitational domain, and where diffusion is important, cannot be modeled in one dimension.

3. **Effect of diffusion.** We have seen that the higher-order modeling of the gravitationally unstable Experiment 2 results in the nearly instantaneous development of gravitational fingers, followed by fast convection when Fickian diffusion is not accounted for. When diffusion is strong, it would dampen the instability and result in higher recovery. In these experiments, the fluid is in the near-critical region, where we observe a need for substantially reduced diffusion coefficients. This analysis provides further support for this notion. The measured data can be reproduced most accurately when Fickian diffusion is incorporated in the modeling, but with diffusion coefficients that are reduced by an overall factor of $\leq 0.01$ with respect to the coefficients in open-space diffusion, far from the critical point.

4. **Need for higher-order methods.** The numerical dispersion inherent to the use of lower-order methods may in some cases mimic some of the features of Fickian diffusion, but has no basis in the fluid flow and the essential processes. In particular, with a FD approximation, we cannot reproduce the experimental results and DG simulations for the gravitationally unstable second experiment, even on a very fine mesh. To achieve the same accuracy using a FD method, one would have to repeat the discussed simulations on an even finer mesh, and at a correspondingly higher computational (CPU) cost. Similarly, FD methods may not provide the high accuracy in the calculation of the convective fluxes that we obtain by using the MHFE method. This accuracy for fluxes is important to reliably predict the complicated velocity field associated with the observed natural convection.
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Appendix

In this Appendix, we provide more details of the fluid characterization and the pseudozation used in the PVT analysis and simulations of the coreflood experiments. First, a full reservoir fluid characterization was performed up to a residue of C20, as provided in Table 1 for the coreflood experiments. Next, various pseudozations were constructed to reduce the number of components for efficient simulation. The optimal pseudozation in terms of both accuracy and minimal number of (pseudo-) components was achieved by nine pure- and pseudocomponents: CO2, N2, C1, C2-C4, C5-C9, C10-C16, C17-C19, C20-C29, C30. The match-}

<table>
<thead>
<tr>
<th>Component</th>
<th>z</th>
<th>MW (g/mol)</th>
<th>TC (K)</th>
<th>PC (bar)</th>
<th>( \phi )</th>
<th>VSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO2</td>
<td>0.0840</td>
<td>44</td>
<td>304.14</td>
<td>73.75</td>
<td>0.239</td>
<td>-0.055</td>
</tr>
<tr>
<td>N2</td>
<td>0.0045</td>
<td>28</td>
<td>126.21</td>
<td>33.90</td>
<td>0.039</td>
<td>-0.289</td>
</tr>
<tr>
<td>C1</td>
<td>0.5037</td>
<td>16</td>
<td>190.56</td>
<td>45.99</td>
<td>0.011</td>
<td>-0.154</td>
</tr>
<tr>
<td>C2</td>
<td>0.0684</td>
<td>30</td>
<td>305.32</td>
<td>48.72</td>
<td>0.099</td>
<td>-0.100</td>
</tr>
<tr>
<td>C3</td>
<td>0.0432</td>
<td>44</td>
<td>369.83</td>
<td>42.48</td>
<td>0.153</td>
<td>-0.085</td>
</tr>
<tr>
<td>C4</td>
<td>0.0092</td>
<td>58</td>
<td>407.80</td>
<td>36.04</td>
<td>0.183</td>
<td>-0.079</td>
</tr>
<tr>
<td>C5</td>
<td>0.0145</td>
<td>72</td>
<td>425.12</td>
<td>37.96</td>
<td>0.199</td>
<td>-0.064</td>
</tr>
<tr>
<td>C6</td>
<td>0.0061</td>
<td>72</td>
<td>460.40</td>
<td>33.80</td>
<td>0.227</td>
<td>-0.044</td>
</tr>
<tr>
<td>C7</td>
<td>0.0090</td>
<td>72</td>
<td>469.70</td>
<td>33.70</td>
<td>0.251</td>
<td>-0.042</td>
</tr>
<tr>
<td>C8</td>
<td>0.0126</td>
<td>86</td>
<td>507.40</td>
<td>30.12</td>
<td>0.296</td>
<td>-0.015</td>
</tr>
<tr>
<td>C9</td>
<td>0.0201</td>
<td>100</td>
<td>556.48</td>
<td>26.75</td>
<td>0.294</td>
<td>0.025</td>
</tr>
<tr>
<td>C10</td>
<td>0.0217</td>
<td>114</td>
<td>574.76</td>
<td>25.24</td>
<td>0.418</td>
<td>0.048</td>
</tr>
<tr>
<td>C11</td>
<td>0.0171</td>
<td>128</td>
<td>593.07</td>
<td>23.30</td>
<td>0.491</td>
<td>0.068</td>
</tr>
<tr>
<td>C12</td>
<td>0.0148</td>
<td>142</td>
<td>617.07</td>
<td>21.55</td>
<td>0.534</td>
<td>0.085</td>
</tr>
<tr>
<td>C13</td>
<td>0.0127</td>
<td>156</td>
<td>638.24</td>
<td>19.74</td>
<td>0.566</td>
<td>0.101</td>
</tr>
<tr>
<td>C14</td>
<td>0.0112</td>
<td>170</td>
<td>657.29</td>
<td>18.31</td>
<td>0.602</td>
<td>0.115</td>
</tr>
<tr>
<td>C15</td>
<td>0.0118</td>
<td>184</td>
<td>675.70</td>
<td>16.96</td>
<td>0.639</td>
<td>0.127</td>
</tr>
<tr>
<td>C16</td>
<td>0.0103</td>
<td>198</td>
<td>691.48</td>
<td>15.75</td>
<td>0.667</td>
<td>0.139</td>
</tr>
<tr>
<td>C17</td>
<td>0.0091</td>
<td>212</td>
<td>707.29</td>
<td>14.72</td>
<td>0.670</td>
<td>0.150</td>
</tr>
<tr>
<td>C18</td>
<td>0.0073</td>
<td>226</td>
<td>722.96</td>
<td>13.79</td>
<td>0.668</td>
<td>0.159</td>
</tr>
<tr>
<td>C19</td>
<td>0.0067</td>
<td>240</td>
<td>738.12</td>
<td>12.98</td>
<td>0.670</td>
<td>0.169</td>
</tr>
<tr>
<td>C20</td>
<td>0.0069</td>
<td>254</td>
<td>749.81</td>
<td>12.31</td>
<td>0.669</td>
<td>0.177</td>
</tr>
<tr>
<td>C21</td>
<td>0.0062</td>
<td>268</td>
<td>761.50</td>
<td>11.68</td>
<td>0.705</td>
<td>0.185</td>
</tr>
<tr>
<td>C22</td>
<td>0.0063</td>
<td>282</td>
<td>780.91</td>
<td>11.07</td>
<td>0.707</td>
<td>0.193</td>
</tr>
<tr>
<td>C23</td>
<td>0.0054</td>
<td>296</td>
<td>792.72</td>
<td>10.57</td>
<td>0.750</td>
<td>0.200</td>
</tr>
<tr>
<td>C24</td>
<td>0.0053</td>
<td>310</td>
<td>803.27</td>
<td>10.12</td>
<td>0.782</td>
<td>0.207</td>
</tr>
<tr>
<td>C25</td>
<td>0.0050</td>
<td>324</td>
<td>813.48</td>
<td>9.71</td>
<td>0.808</td>
<td>0.213</td>
</tr>
<tr>
<td>C26</td>
<td>0.0043</td>
<td>348</td>
<td>821.69</td>
<td>9.33</td>
<td>0.835</td>
<td>0.219</td>
</tr>
<tr>
<td>C27</td>
<td>0.0043</td>
<td>352</td>
<td>823.76</td>
<td>9.01</td>
<td>0.856</td>
<td>0.225</td>
</tr>
<tr>
<td>C28</td>
<td>0.0039</td>
<td>366</td>
<td>833.49</td>
<td>8.68</td>
<td>0.877</td>
<td>0.230</td>
</tr>
<tr>
<td>C29</td>
<td>0.0037</td>
<td>380</td>
<td>849.11</td>
<td>8.40</td>
<td>1.003</td>
<td>0.235</td>
</tr>
<tr>
<td>C30</td>
<td>0.0035</td>
<td>394</td>
<td>857.47</td>
<td>8.14</td>
<td>1.076</td>
<td>0.240</td>
</tr>
<tr>
<td>C31</td>
<td>0.0039</td>
<td>408</td>
<td>865.83</td>
<td>7.95</td>
<td>1.182</td>
<td>0.245</td>
</tr>
<tr>
<td>C32</td>
<td>0.0043</td>
<td>423</td>
<td>874.15</td>
<td>7.69</td>
<td>1.192</td>
<td>0.250</td>
</tr>
</tbody>
</table>

*Table 1—Composition (Mole Fraction) z, Molecular Weight MW, Critical Temperature TC, Critical Pressure PC, Acentric Factor \( \phi \), and Volume Shift Parameter VSP in Full Fluid Characterization for Corefloods*
(CO2, N2, C1, C2, C3, iC4, nC4, iC5, and nC5), and pseudo-hydrocarbon components (C6–C19) are directly available (Firoozabadi 1999). For the pseudocomponents N2+C1, C4–C5, C6–C9, C10–C14, and C15–C19, we take the molar average to obtain TC, PC, MW, and VSP, while for C20+, Cavett’s correlation (Cavett 1962) is applied to estimate TC, based on the molecular weight and specific gravity.

The binary interaction coefficients (BICs, Kij) between N2+C1 and other components (except CO2) are calculated by (Firoozabadi 1999): Kij = 0.0289 + 1.633E-4 / MW (Cj). The BICs between CO2 and other components are assumed identical. We are left with three adjustable parameters to match the bubblepoint pressures of the reservoir fluid and its mixtures with CO2 in the PVT experiments at 331.85 K: the CO2-related BICs, and PC and x of C20+. The VSP of CO2 is tuned to match the density of pure CO2 (0.916 g/cm3) at reservoir conditions (331.2 K and 441.3 bar). The VSP of C20+ is adjusted to match the oil density in the PVT experiments at 331.85 K and various pressures. The EOS parameters are provided in Tables 3 and 4.

It should be noted that the composition of the reservoir fluid in the coreflooding experiments (Table 5) is slightly different from those in the PVT experiments. The corresponding mole-weighted TC, PC, MW, and VSP are listed in Table 6. We use the BICs in Table 4, because the MW of pseudocomponents is nearly the same.
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