Abstract
Linguistic changes often diffuse through the lexicon, spreading from word to word. The direction of diffusion depends on word frequency and the mechanisms driving the change. This chapter critically reviews research on frequency effects in language change from a usage-based perspective. Reductive sound changes are argued to affect frequent words first. In contrast to much current literature, it is argued that the frequency effect need not increase when the change accelerates for this explanation to hold. Frequent words are also argued to be more likely to be extended to novel uses, because of their higher accessibility. This accounts for certain kinds of semantic change (e.g., the changes we see in grammaticalization) and morphological paradigm leveling. Analogical changes and those due to misperception are argued to preferentially target low-frequency words. An important complication arises because words occur in contexts that either favor or disfavor a change. Words that frequently occur in change-favoring contexts and infrequently occur in change-disfavoring contexts are the words that are most likely to change and to change fastest. The direction of change in semantics depends almost entirely on the contexts in which the word occurs: words that frequently occur in a context that licenses a certain pragmatic inference can become associated with that inference, carrying it to other contexts. That is, social and linguistic contexts host bits of form and meaning that can stick to words (and other expressions) that frequent those contexts. Current methodological issues with studying the role of frequency in lexical diffusion are summarized.
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Lexical diffusion refers to the spread of a change through the lexicon. Although the term itself was coined by Wang (1969), debates on the role of word frequency in language change date back to the late 19th century. At that time, the debate centered on the newly proposed Neogrammarian Hypothesis of regular sound change. According to the Neogrammarian Hypothesis, change is localized to sounds and not words, and all words containing a sound in a certain phonological environment change together (Osthoff and Brugmann 1878). This hypothesis was subsequently reaffirmed by Bloomfield (1933) and, to a large extent, Labov (1981, 2020).

From the beginning, the Neogrammarian hypothesis was opposed by the dialectological tradition in which each word had its own history and change diffuses gradually through the lexicon. The role of word frequency was emphasized in this tradition by Schuchardt's (1885) famous statement that "rarely used words drag behind; very frequently used ones hurry ahead" in sound change. The idea of lexical diffusion was revived by Wang (1969), and the effects of frequency began to be investigated by Fidelholtz (1975) and Hooper/Bybee (1976). As large longitudinal speech corpora became available in the last decade, and linguistics truly embraced inferential statistics, these studies have grown dramatically in sophistication (e.g., Cohen Priva and Gleason 2020; Forrest 2017; Foulkes and Hay, 2016; Hay et al. 2015; Labov 2020; Sóskuthy and Hay 2017). I will argue that these studies have upheld the idea of sound change being led by frequent words when the change is reductive, i.e., when it is driven by a pressure to optimize articulation.

Whereas Shuchardt (1885) emphasized change starting in frequent words, Paul (1877), Wheeler (1887), and Kruszewski (1890), proposed that some changes diffuse in the opposite direction, starting in low-frequency words and affecting high-frequency words last (if at all). These are analogical changes, in which words with weak memory representations succumb to peer pressure from their more numerous neighbors that behave differently. The effect of frequency on analogical change has been less controversial, because it is difficult to imagine a view of language acquisition in which it would not arise.

This chapter review the evidence for these effects and addresses some complications that arise when we take into account the fact that change is not driven by reduction or imperfect learning alone.

Context matters
Because analogical changes affect rare words first, and reductive changes affect frequent words first, the primary motivation for a change can often be ascertained from the direction in which a change is diffusing through the lexicon (Bybee 2001). To a large extent, this is true. However, some complications arise because production choices are multiply determined.

First, pronunciation variants -- once introduced -- acquire social meanings and are then subject to social selection (e.g., Labov 1981). The role of word frequency in social selection is poorly understood. On the one hand, it has been shown that speakers find it more difficult to imitate the pronunciation of another speaker when they are
producing a frequent or predictable word (Goldinger 1998; Manker 2019). This would suggest that social selection should affect frequent words less than infrequent words because -- even when intending to imitate a role model -- a speaker finds it harder to shift their entrenched production habits for a frequent word. On the other hand, innovative pronunciations of (locally) frequent words can become salient social stereotypes (e.g., Hay, Nolan and Drager 2006). For example, Oregonians insist on a schwa in the last syllable of Oregon, and not reducing the vowel is a salient marker of being an out-of-stater. Because different pronunciations of a frequent word can develop distinct connotations, and speakers have more experience with a frequent word, allowing them to learn these connotations and distinct pronunciations, speakers may develop a wider repertoire of distinct ways to pronounce a frequent word, to be deployed in different social situations (Kapatsinski, Easterday and Bybee 2020).\footnote{The extent to which a word's pronunciation is socially salient is likely not a function of its frequency alone. The salience of pronunciations of toponyms like Oregon is likely due to them being toponyms. Reducing a toponym is an especially good cue to the toponym having been frequent in the speaker's experience, and not reducing it therefore serves as a good shibboleth indicating that the speaker is not from 'around here'. This is especially so because there are many ways to reduce a word, and reducing it 'properly' requires local experience with the speech community.}

Second, a crucial complication is that changes are favored and disfavored by various contexts -- social as well as language-internal (phonological and grammatical). That is, some tokens of a word are more likely to contain an innovative pronunciation. For example, the deletion of a /t/ at the end of a word is more likely before a consonant than before a vowel, and is more likely in some dialects than in others (Coetzee and Pater 2011). At the same time, changes also accrete to words (Alba 2005; Brown 2004; Bybee 2002; Pierrehumbert 2001, 2002). That is, words that frequently occur in contexts that favor an innovative pronunciation are also more likely than other words to be pronounced that way in other contexts (Alba 2005; Brown 2004; E. K. Brown 2020; E. K. Brown and Alba, 2017; Brown and Raymond, 2012; Brown and Shin 2022; Bybee 2002, 2017; Forrest 2017; Raymond and Brown, 2012; Raymond, Brown and Healy 2016, Tang and Shaw 2021 though cf. Cohen-Goldberg 2015 for a null result). For example, /t/-final words that tend to occur before consonants are also more likely to be pronounced without a /t/ before vowels (Bybee 2002). In semantics, words that frequently occur in a context that licenses a certain pragmatic inference become associated with that inference even when they occur outside of the licensing context (Sinclair 1991; Traugott and Dasher 2002; Traugott and Koenig 1991). For example, the word cause has tended to occur in the context of causing something bad, and has developed a semantic prosody such that it sounds odd to cause happiness and causes of language learning is worse than causes of language impairment. The French word pas used to mean 'step' but has come to mean 'not' from frequent occurrence in the phrase ne pas 'not a step' in which it was the more acoustically salient element. In syntax, verbs that often occur in pragmatic contexts that favor overt pronoun expression in Spanish come to favor overt pronoun expression in other contexts (Orozco and Hurtado 2020; Travis and Torres-Cacollos 2021).

These effects suggest that a word's propensity to undergo a change is affected not by overall word frequency but rather by a word's frequency of occurrence in contexts that favor the change. Frequent occurrence in (some) other contexts may in fact
disfavor the change. Accordingly, a large number of studies have found that change correlates with what Raymond and Brown (2012) call frequency in favorable contexts (FFC), which is actually a difference between frequency in the contexts that favor a change and frequency in contexts that disfavor it (Alba 2005; Brown 2004, 2013; E. K. Brown and Alba, 2017; Brown and Raymond, 2012; Forrest 2017; Raymond and Brown, 2012; Raymond, Brown and Healy 2016; Sóskuthy and Hay 2017). For example, Sóskuthy and Hay (2017) examined a corpus of 130 years of radio recordings of New Zealand English, and found that words that frequently occurred utterance-finally -- a context that causes final lengthening as articulators slow down to a stop -- also lengthened in utterance-medial contexts.

Because frequent words also tend to be the words that frequently occur in change-favoring contexts, frequency is often a good proxy for frequency in change-favoring contexts. For example, reductive changes are favored by casual speech and frequent words are the ones more likely to be used in casual speech. However, some of the studies on FFC referenced above have tried to differentiate FFC and overall frequency by putting both in a regression model. Some of these studies found an effect of FFC in the absence of an overall frequency effect (e.g., Raymond, Brown and Healy 2016, but cf. Forrest 2017). However, the inherent collinearity between FFC and frequency makes interpretation of these conflicting results a little tricky. Frequency is usually log transformed for analysis purposes, as log frequency yields stronger effects than raw frequency, either because practice has diminishing returns or simply because raw frequency distributions are highly skewed. On the log scale, FFC is log(Freq_{favorable}) – log(Freq_{unfavorable}), and overall frequency is log(Freq_{favorable}) * log(Freq_{unfavorable}). Therefore, a regression model with FFC and overall frequency in the model is FFC + Freq = log(Freq_{favorable}) + log(Freq_{unfavorable}) + log(Freq_{favorable}) + log(Freq_{unfavorable}) = 2 * log(Freq_{favorable}). Therefore, an effect of FFC in the absence of an effect of overall frequency suggests that frequency in unfavorable contexts slows down the change, whereas an effect of FFC alongside an effect of overall frequency suggests that frequency in unfavorable contexts simply does not matter much.

This variability in results is therefore likely due to some unfavorable contexts being more unfavorable than others. For example, if /t/ deletion is socially stigmatized in a speech community, words that frequently occur in formal contexts would be less reduced than those that occur in such contexts infrequently. In contrast, when /t/ deletion is not stigmatized, additional occurrences in formal contexts may favor rather than disfavor reduction by providing additional opportunities for production practice. In other words, frequency in unfavorable contexts is likely to matter particularly when unfavorable contexts are associated with a preference for the conservative variant.

With these caveats in place, we now turn to a review of correlations between word frequency and susceptibility to change, and the mechanisms behind these correlations.

[C] Changes that tend to affect frequent words
Changes that affect frequent words first are particularly interesting because they are unlikely to be due to imperfect learning, or to the word losing its peculiarities under the influence of its phonological or semantic neighbours: these are most practiced, most
entrenched members of the lexicon (Bybee 1985, 2001). And yet, some changes affect these words first. Two types of change are favored by high token frequency of a word:

1) changes that are attributable to automatization of articulation, and therefore mirror the sorts of reductions we see in casual or rapid speech (e.g., Baranowski and Turton 2020; Bybee, File-Muriel and Napoleão de Souza 2016; Bybee and Napoleão de Souza 2019; Dinkin 2008; Fidelholtz 1975; File-Muriel 2007, 2010; Forrest 2017; Gahl and Baayen 2022; Hay and Foulkes 2016; Hooper 1976; Lin, Beddor and Coetzee 2014; Sóskuthy and Hay 2017; Yun 2006; but cf. Labov 2020, Walker 2012 for null results), and

2) changes that are due to the high accessibility of a wordform that doesn't quite match the intended meaning in the moment of production, which involve the range of the wordform's uses expanding at the expense of less accessible alternatives (e.g., Bybee 2003; Bybee & Brewer 1980; De Smet 2016; Harmon and Kapatsinski 2017; Kapatsinski 2009; Koranda, Zettersten and MacDonald 2022; Tiersma 1982; Zipf 1949). We take these two types of changes in turn.

The usage-based approach to linguistics is particularly suited to accounting for these types of change because, by assuming that language structure emerges from language use, it can explain how the dynamics of lexical selection and learning within the production system influence change in the grammar (e.g., Bybee 2001, 2006; Lindblom et al. 1995; Kapatsinski 2018; Mowrey & Pagliuca 1995).

[C.1] Articulatorily-motivated sound change

We begin with sound change. There are multiple types of sound change that have different primary motivations and therefore spread across the lexicon differently (e.g., Bybee, 2001, 2002; Hooper 1976; Phillips, 1984, 2006). In this section, we are concerned with articulatorily-motivated sound change. These are reductive changes that appear to be motivated by optimization of a word's articulation with increasing practice. We can tell that a change is reductive because it mirrors the kinds of online reductions we see in rapid and casual speech and in situations where the word's meaning is highly predictable from context. Reduced duration has been persuasively argued to be a necessary criterion (Mowrey and Pagliuca 1995), and there is increasing evidence that a change in duration mediates other reductive changes (Cohen Priva and Gleason 2020). That is, other things about the pronunciation of a word might change as it is produced more quickly. These reductive changes can optimize articulation by:

1) increasing coarticulation / gestural overlap, especially of the anticipatory kind, because practice producing a sequence of articulations to express a meaning allows the speaker to increasingly anticipate upcoming articulations (Cohen Goldberg 2015; Mowrey and Pagliuca 1995);

2) reducing articulatory gesture magnitudes (Browman and Goldstein 1991; Mowrey and Pagliuca 1995), which sometimes culminates in the complete elimination of a gesture, and

3) smoothing out articulator trajectories and articulator velocity over time, so that articulators move at a relatively constant speed rather than in fits and starts (Kapatsinski, 2018, Chapter 9; Sosnik et al., 2004).

The same change can often be seen as increased anticipatory coarticulation, reduction in gesture magnitude and smoothing out of the velocity profile. For example, the American English 'flapping' in butter (which often results in an approximant rather
than a flap; Patterson and Connine 2001) reduces the magnitude of the alveolar closure gesture, but also increases coarticulation of the vowel-flap-vowel sequence. The influence of coarticulation can be seen even more clearly in the usual presence of voicing throughout the flap, even one that used to be a voiceless [t].

The finding that experience leads to increasing smoothness of the velocity profile of a moving articulator (Sosnik et al. 2004) can bring additional changes under the purview of reductive, articulatorily-motivated change by demonstrating that allowing a heavy articulator travel a bit farther under the force of inertia can be easier than forcing it to abruptly change direction. For example, Tomaschek et al. (2013) show that speakers produce more extreme tongue body lowering in producing vowels in frequent words, where they need to be produced more quickly. Traveling farther can also optimize articulation when stopping earlier requires precise control. For example, stopping interdental fricatives in words like this and that (i.e., turning these into dis and dat) replaces an articulation that requires precise positioning of the tongue (close enough but not too close to generate turbulent airflow) by an articulation that can be produced by an uncontrolled ballistic movement (Kapatsinski 2018, Chapter 9).

Because our understanding of articulation and articulatory control is still evolving, it is often challenging to determine that a change is not reductive based entirely on its substance. It is therefore safest to assume that the kinds of changes we see across languages when predictable words are produced rapidly and casually are reductive changes.

Fidelholtz (1975) and Hooper (1976) conducted some of the first empirical studies testing Schuchardt's hypothesis that frequent words are ahead of infrequent words in sound change, finding support for this idea. For example, Hooper (1976) suggested that the second vowel in the rare word mammary is less likely to be reduced to a schwa than the second vowel in the moderately frequent memory, and pointed out the further reduction of the schwa to zero in the very frequent every. Although the methods used in these early studies would not satisfy the current standards in the field (Johnson 2009; Walker 2012), the facilitating role of frequency in such reductive changes has been held up by the body of work that followed (e.g., Baranowski and Turton 2020; Bybee, File-Muriel and Napoleão de Souza 2016; Bybee and Napoleão de Souza 2019; Forrest 2017; Gahl and Baayen 2022; Hay and Foulkes 2016; Lin, Beddor and Coetzee 2014; Sóskuthy and Hay 2017; Sóskuthy et al. 2015).2

The simplest reason for why frequent words are more likely to be more reduced than infrequent words is because they are more likely to occur in reduction-favoring contexts than infrequent words. After all, frequency is average predictability (Gregory et al. 1999; Jurafsky et al. 2001), thus frequent words do not need to be articulated as carefully to be understood and are produced more quickly and casually. Frequent words are also more likely to be produced in informal situations: one does not deploy learned vocabulary in a bar fight. Therefore, if one analyzes the rate at which different words are reduced in a corpus, frequent words will be reduced at a higher rate than infrequent words.

To make this idea concrete, let us implement it in the following simple model of sound change. Imagine that there are two pronunciation variants of a sound, one of

---

2 These studies were selected because they have referenced the seminal study by Bybee (2002) and examined the data using appropriate inferential statistics.
which is more reduced / easier to pronounce. Each generation of speakers learns the relative probabilities of the variants in the speech of the previous generation. Each generation also uses these variants under various contextual production pressures, which remain constant across generations and produce a positive relationship between frequency and reduction.

This simple model is sufficient to produce sound change led by frequent words: as shown in Figure 1, frequent words are more reduced than infrequent words for every generation, and the sound change progresses across generations, so that eventually (light dots) the reduced variant dominates.

![Figure 1. The relationship between word frequency and reduction across 10 generations (darkest = earliest) under the assumption that each generation infers an overall probability of reduction and then produces the variants based on that probability.](image)
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Formally, for each generation, $p(\text{reduction})_{\text{Word}} = \logit^{-1}(b_0 + b_{\text{Freq}} \times \text{Freq}_{\text{Word}} + N(0, \text{sd}_{\text{Noise}}))$, where $p(\text{reduction})_{\text{Word}}$ is the probability of using the reduced variant for a certain word, $b_0$ is the probability of the reduced variant in the speech of the previous generation (as inferred by the next generation), $b_{\text{Freq}}$ is the effect of various contextual pressures that make it more likely for speakers to choose the reduced variant for a frequent word compared to an infrequent word, and $N$ is random (normally-distributed) ‘noise’, which represents all other influences on reduction. I put ‘noise’ in quotes because many of these influences are surely not random. However, as emphasized in McElreath (2020), the effect of many small influences summed together is normally-distributed. Freq is the (log-scaled) frequency of the word. $\logit^{-1}$ converts the sum from the log odds scale to the probability scale. The summing is done on the log odds scale because summing probabilities causes them to go outside the 0-1 interval rendering the result uninterpretable as a probability (Cedergren and Sankoff 1974). Word frequencies were the frequencies of verbs from the English Lexicon Project (Balota et al. 2007), as estimated from SUBTLEX. $b_0$ was set to $-5$ at the beginning, representing a low initial probability of the reduced variant; $\logit^{-1}(-5) = .007$. $b_{\text{Freq}}$ was set to 0.5. and $\text{sd}_{\text{Noise}}$ to 0.1. The qualitative results do not depend on these parameters. Code is available at https://osf.io/kqhg3. This model is a simplification of Kapatsinski (2021) in that the learners do not infer a random effect of word identity when learning the language.
frequency of the word (which has the same effect in all generations), and a constant random noise representing all other factors influencing reduction.

The change in Figure 1 appears to pick up speed: starting from the bottom, Generations 1 and 2 at the bottom look more alike than Generations 2 and 3, and then decelerate: Generations 8 and 9 at the top look more alike than Generations 2 and 3. That is, the change looks S-shaped. In tandem with this general dynamic, the effect of frequency appears to increase and then decrease: in Figure 1, the slope of the frequency effect in Generations 1 and 9 appears shallower than in Generation 4 (counting from the bottom). However, the effect of frequency was programmed to be the same for every generation on the log odds scale and indeed remains so (Figure 2).

![Figure 2](image)

Figure 2. The effect of frequency by Generation. 100 grey lines are drawn for 100 replications of running the sound change through the 10 generations. Solid black line is drawn at the pre-programmed value of the frequency effect and shows the overall (lack of) trend.4

The constant magnitude of the frequency effect in Figure 2 is important because it has been assumed that a reductive sound change led by frequent words means that the effect of word frequency on reduction should accelerate as a change picks up steam, and that the frequency effect remaining constant constitutes evidence against this hypothesis (Hay et al. 2015; Hay and Foulkes 2016; Labov 2020; Pierrehumbert 2001; Todd, Hay and Pierrehumbert 2019; Zellou and Tamminga 2014). For example, Zellou and Tamminga (2014) observed a decrease in nasal closure in words like can accompanied by an increase in nasalization of the preceding vowel in Philadelphia English. This would appear to be a reductive change due to increased anticipatory

---

4 The increased variability at the edges is due to difficulties of inferring the overall reduction probability when it approaches 0 and 1 because 0 and 1 correspond to minus and plus infinity on the log odds scale.
coarticulation, and an excellent confirmation of the prediction by Mowrey and Pagliuca (1995) that anticipated gestures will move forward in time. As would be expected, Zellou and Tammenga also observed more vowel nasalization in frequent words than in infrequent words. However, the size of the frequency effect did not change across generations, leading them to conclude that “synchronic frequency effects result from cognitive mechanisms independent from the triggers and drivers of community-level change”.

However, the change in Figures 1 and 2 is due to the synchronic frequency effect, even though the effect of frequency is constant across generations: if there were no frequency effect in online production pushing speakers to choose the reduced variant, the change would not happen (Figure 3, right). Each generation would faithfully infer the (low) probability of the reduced variant, and reproduce it in their own speech. It is because of the online effect of frequency on reduction that the overall reduction probability is incremented by each generation, allowing the change to progress (Figure 1). Learning of the overall probability of reduction, which represents the community norm of the previous generation, is also necessary for incrementation. Without it, speakers would always reduce frequent words more than infrequent words but the change would not progress, resulting in stable variation (Figure 3, left). The two influences independently affect production choices, but reductive sound change requires both influences to be there.

The belief that the effect of frequency on reduction should increase as a sound change accelerates seems to be due to previous simulations of articulatorily-driven sound change (e.g., Labov 2020; Pierrehumbert 2001; Todd, Hay and Pierrehumbert 2019) being initialized with all words behaving alike. This initialization can be rhetorically effective to show that a frequency effect would emerge from processing pressures even if all words were initially the same. However, it is an unrealistic assumption for reductive sound changes: the online production pressures are always there, active in every instance of language use, and there is no initial state of the language in which frequent
words are expected not to be more reduced than infrequent words. Rather, frequent words should always be ahead of rare words as they drift across the space of possible pronunciations (e.g., Bybee 2001; Mowrey and Pagliuca 1995). In particular, we would not expect to see a language in which frequent words are pronounced as slowly as rare words, and to the extent that rapid pronunciation is what causes other sorts of reduction (Lindblom 1963; Cohen Priva and Gleason 2020), we would always expect more online reduction in frequent words.

Based on this hypothesis of omnipresence of online reduction of frequent words, the first generation in the simulation above already showed an online reductive effect of frequency. I believe this to be a more faithful reflection of the theory that sound change starting in frequent words is reductive: the production pressure to reduce frequent words is always there, but at some point the reduced pronunciation becomes socially marked and speakers begin to learn when, and how often to use that pronunciation, which results in change. As a result, the overall pressure in favor of the reduced variant does increase as the change progresses, but only because it is increasingly socially favored. This social pressure need not change the influence of experience on articulatory optimization for the sound change to progress, or to be driven by frequent words.

Note that the frequency effect in Figure 3 (left) and the frequency effect in Figure 1 are the same exact frequency effect. The only difference between a change in progress (Figure 1) and stable variation with online reduction (Figure 3, left) is whether the overall reduction probability is part of the community norm. That is, change happens when an innovative pronunciation becomes something you learn to do because others in your community do it. In other words, when change is happening, the choice of pronunciation is under partial control of the grammar. In Figure 3 (left), it is not, so new speakers of the language do not learn to reduce at the community rate while in Figure 1 it is, and they do. From this perspective, studying frequency effects in situations of stable variation (e.g., Forrest 2017) is just as informative about the frequency effects driving reductive sound change as studying them in situations of change (cf., Labov 2020; Todd, Hay and Pierrehumbert 2019 for recent statements to the contrary). As expected from this perspective, studies of stable variation reveal the same experience-based factors being responsible for the variation as studies of reductive change (e.g., Bybee 2002; Bybee, File-Muriel and Napoleão de Souza 2016; Forrest 2017).

If the reductive effects of frequency are equally strong in stable variation and language change, why do frequency effects sometimes increase in magnitude as a change speeds up (e.g., Hay and Foulkes 2016)? In the simple model above, the social cache of the innovative variant increases as it becomes more prevalent, which causes speakers to increasingly favor it. As mentioned earlier, it is possible that frequent words are more subject to social selection because they often serve as social shibboleths or stereotypes (Hay, Nolan and Drager 2006; Drager and Kirtley 2016). If so, the innovative variant should be increasingly favored by frequent words as it increases in prevalence.

From this perspective, the effects of frequency on a reductive change are also expected to decrease when the change decelerates for two reasons. The slowdown is likely to happen either 1) because the innovative pronunciation has acquired social stigma, which can cause the change to slow down or even reverse (e.g., Delforge 2009...
shows reversal of unstressed vowel devoicing as a result of social stigma in Quito Spanish; Dodsworth and Kohn 2012 and Labov, Rosenfelder and Fruehwald 2013 show reversal of vowel shifts in the US English), or 2) because articulatory efficiency approaches a local maximum as reduction proceeds -- if reductive changes improve articulatory efficiency, it is logical to assume that reductive pressure should weaken as a result of reductive change. If the slowdown of change is due to the innovation acquiring social stigma, frequency effects are expected to reduce or even reverse for the same reason they increase when the change accelerates -- because frequent words are more subject to social selection. If the change slows down because production efficiency approaches a local maximum, and the reductive pressure weakens, frequency effects should decrease because they arise from this reductive pressure (see Kapatsinski 2021 for modeling results showing the frequency effect reducing when a change approaches a stable state).

To the extent that the effect of word frequency is due to online reduction, and online reduction is based on the word's predictability (Jurafsky et al. 2001), frequency is merely a proxy for a word's average predictability in context. For example, the word *legomena* has very low frequency but is almost always predictable from its preceding context, since it almost always occurs after the word *hapax*. Thus, several researchers have recently investigated various measures of predictability and *informativity*, which averages predictability across the contexts in which a word(form) occurs (e.g., Alba 2008; Barth 2019; Cohen Goldberg 2015; Cohen Priva 2017a, 2017b; Hashimoto 2021; Kurumada and Grimm 2019; Purse, Fruehwald and Tamminga 2022; Seyfarth 2014; Shaw and Kawahara 2019; Sóskuthy and Hay 2017; Tang and Shaw 2021; Turnbull 2018). For example, one way to calculate informativity is to use an artificial neural network (Elman 1990; Hochreiter and Schmidhuber 1997) to predict the next word given the preceding words in the utterance. The degree to which the network is surprised by the word provides an estimate of the information contributed by that word to the utterance at the point at which it occurs (*surprisal*). A word's surprisal is inversely proportional to its log probability. Averaging surprisal across all tokens of a word provides a measure of the word's informativity. Informativity is consistently found to correlate with reduction, with more informative words being less reduced, although more needs to be done to examine the relationships between the measures being examined (cf., Turnbull 2018; Zhan and Levy 2019).

[C.2] Accessibility-driven extension

Zipf (1949) found that frequent words have more senses than infrequent words, and proposed that high frequency of a form causes extension of that form to new (though similar) uses / meanings. Bybee (2003) likewise suggests that high frequency can cause extension, albeit through a different mechanism. Harmon and Kapatsinski (2017) and Koranda, Zettersten and MacDonald (2022) have shown experimentally that frequency can exert an influence on production choices: a speaker often chooses to produce a frequent form over an infrequent form even though they know the infrequent form would be a better cue to the intended meaning for a listener. In fact, it would be a better cue to the meaning for the same speaker when they themselves become a listener (Harmon and Kapatsinski 2017). These results strongly suggest that there is a chain of causation from frequency to extension. Harmon and Kapatsinski (2017) show
that this chain of causation is mediated by accessibility of the form: making competing frequent and infrequent forms equally accessible eliminates the frequency effect on form choice (see also Zhan and Levy 2019 for related findings with a different paradigm). For this reason, we describe the effect as accessibility-driven extension.

Accessibility-driven extension is argued to account for the emergence of grammaticalized forms whose uses seem to defy a description in terms of necessary and sufficient semantic features. For example, Bybee and Eddington (2006) document the gradual extension of various verbs of becoming (quedarse, ponerse, volverse, hacerse) in Spanish from adjective to adjective (e.g., quedarse solo 'become/be left alone', ponerse nervioso 'become/put oneself nervous') based on semantic similarities between the adjectives. There is little that all adjectives associated with a verb share, but one can find chains of family resemblances between adjectives occurring with a verb suggesting that each verb underwent a gradual chain of extensions from adjective to adjective. Historical data support this impression (Bybee and Eddington 2006). Such complex categories of uses are difficult to account for on a bleaching account of semantic extension in which semantic features are simply lost. If bleaching was the mechanism behind such changes, we would expect all verbs of becoming to have similar contexts of use, and would not expect the contexts in which a verb is used to cluster together.

Accessibility of a form can also be influenced by other factors, like priming (Ferreira and Griffin 2003) and ease of pronunciation (Martin 2007), although frequency is often the strongest influence (e.g., Lee, Lew-Williams and Goldberg 2022). For example, the Dyribal marker classically described as referring to women, fire and dangerous things (Lakoff 1987) has been argued to be extended to some new nouns based merely on accidental phonological similarity between the new noun and existing nouns that took the marker (Plaster and Polinsky 2011). This makes sense from an accessibility-driven extension perspective because the new noun would make the marker come to mind by activating similar nouns in memory.

Recent development of large databases of semantic changes (Zaliznjak et al. 2020) and the increasing sophistication of distributional semantic models that infer semantic similarity from text (Mikolov et al. 2017) have led to the emergence of studies that examine semantic change computationally. Some of these studies have examined the effect of word frequency in semantic change (Fugikawa et al. 2023; Hamilton, Leskovec and Jurafsky 2016; Kawasaki et al. 2022; Uban, Ciobanu and Dinu 2021; Winter and Srinivasan 2022). Hamilton, Leskovec and Jurafsky (2016) were the first to make use of distributional semantics models to examine the effects of frequency on change over time in vectors representing the positioning of words in semantic space relative to other words. They argued that infrequent words change more than frequent words. Unfortunately, these results were shown to be a mathematical artifact in Dubossarsky, Weinshall and Grossman (2017) and disappear when appropriate controls are introduced. However, Uban, Ciobanu and Dinu (2021) have used a variant of the Hamilton/Leskovec/Jurafsky method with statistical controls advocated by Dubossarsky, Weinshall and Grossman and found that frequent words change more than rare words over time. Kawasaki et al. (2022) took a comparative approach and compared semantic similarities (as reflected by distributional semantic models) between cognates vs. non-cognates across modern Romance languages. In contrast to Uban, Ciobanu and Dinu (2021), they found that low-frequency cognates were less similar than high-frequency
cognates, and did not find a frequency effect for non-cognates, suggesting that frequent words change less than rare ones.

Whether these studies speak to accessibility-driven extension is questionable because not all semantic change is due to extension. Semantic changes can also be due to imperfect learning, and such changes -- like all changes due to imperfect learning -- are likelier in rare words, other things being equal. Drift due to imperfect learning probably plays a large role in semantic change because we tend to overestimate how much speakers converge on the same meaning. For example, Kapatsinski and Janda (2011) show that adult American English speakers living in the Midwest can have drastically different ideas of what states the word Midwest refers to, depending in part on where in the Midwest they have lived. The extent of the individual differences is such that all states except for Alaska, Maine and Hawaii were placed in the Midwest by one or more speakers: the speakers know they live in the Midwest but are not sure how far and in what directions it extends, and prioritize different dimensions. For example, a sizeable number of people living in Indiana took the Midwest to be the middle third of the United States in the North-South direction and therefore included coastal states like Oregon and Maryland. Many others included all states that were not on a coast, or included only states around the Great Lakes.

Winter and Srinivasan (2022) and Fugikawa et al. (2023) examined databases of semantic changes collected by linguists and compared the effects of concreteness and frequency on semantic change. Both studies pitted the hypothesis that frequent words are extended to infrequent meanings against the hypothesis that concrete words are extended to abstract meanings. The results were conflicting: Winter and Srinivasan observed that words with frequent words tended to be extended to less frequent meanings, with a smaller effect of concreteness, while Fugikawa et al., using a different database, found a large effect of concreteness and a small effect of frequency. Both connect their results explicitly to the hypothesis of accessibility-driven extension.

While these studies of semantic change are a promising and exciting development, a few caveats are in order. Most importantly, accessibility-driven extension does not predict a meaning frequency effect: words are often extended to meanings that are more frequent than their original meanings. For example, when a word for a body part is extended to prepositional uses, its new meaning is far more frequent than its original meaning. Rather, accessibility-driven extension predicts that, of the potential source terms in a semantic domain (e.g., body parts), the frequent ones are the ones most likely to be extended to a new domain (e.g., spatial relations). Second, it is important to control for the relationship between the source domain and the target domain. Thus, Winter and Srinivasan (2022) show that for terms that are equally concrete and play similar functions (e.g., skin and bark), frequency plays a strong role in extension. Fugikawa et al. (2023) likewise find that the semantic relationship between source and target domain is crucial, and domain-domain mappings can vary in productivity. Accessibility-driven extension is possible only when the source form comes to mind as the speaker is trying to express a meaning in the target domain.

Accessibility-driven extension is a likely explanation for morphological paradigm leveling (Bybee and Brewer 1980; Kapatsinski 2022; Tiersma 1982). On this account of paradigm leveling, a form of a word is extended to express meanings previously expressed by other forms of the same word (Bybee and Brewer 1980). Although
sometimes only a part of the word is extended, blending with the form previously expressing the meaning, this too can be due to interference from a highly accessible form during production. Evidence for the influence of accessibility was provided by Tiersma (1982) who showed that, across a wide variety of languages, the singular forms were extended to the plural except, crucially, for paradigms in which the plural form would be expected to be more frequent than the singular (e.g., *lice*, for which many adult native speakers of English cannot guess the singular form). In such cases, the plural form was extended to the singular. Bybee and Brewer (1980) argued that paradigm leveling tends to level minor semantic contrasts rather than more major ones (e.g., agreement vs. aspect for a verb). This too is expected on an accessibility-driven extension account because extension is caused by a form from a different paradigm cell being strongly activated by the intended meaning. When the intended meaning is highly similar to the meaning of the form, extension is more likely. Kapatsinski (2022) provides an account of these findings in a neural network framework where accessibility-driven extension is shown to be an inevitable consequence of distributed semantic representations, where the probability of extension is proportional to semantic overlap between the intended meaning and the form's established uses times the strength of association between the shared semantics and the form. The latter is at least strongly correlated with the form's token frequency.

[D] Changes that tend to affect infrequent words Paul (1877), Wheeler (1887), Kruszewski (1890), and, more recently, Phillips (1984, 2006) proposed that some changes diffuse in the opposite direction, starting in low-frequency words and affecting high-frequency words last (if at all). A classic example is the loss of rounded front vowels in English through merger with front unrounded vowels (Phillips 1984). Changes that start in infrequent words are thought to have a different motivation, the weakness of the affected lexical representations that make them susceptible to the influence of the rest of the lexicon. For example, acoustic cues to rounding are relatively weak in front vowels: frontness raises F2, removing what is otherwise a robust cue to roundedness. Furthermore, most English front vowels are unrounded, so a listener faced with ambiguous acoustics should rationally guess that they are hearing an unrounded vowel. As a result, a listener would be relatively likely to misperceive a front rounded vowel as a front unrounded vowel. If that unrounded vowel is then taken to be part of the word's lexical representation, a sound change will have occurred in the word. Ohala (1981) was the first to propose this type of perceptual motivation for sound change. Importantly, a perceptually-motivated is most likely to happen if the word is rare because otherwise the listener has many opportunities to correct the misperception: native listeners are quite good at their job, and so, for a native listener, a correct perception is likelier than even the likeliest of the misperceptions (Bybee 2001). An infrequent word that is misperceived is more likely to stay misperceived.

In contrast to Bybee (2001), Todd, Hay and Pierrehumbert (2019) propose that perceptually-driven sound change can be led by frequent words because an ambiguous signal is more likely to be perceived as a frequent word, and, crucially, misperceived or difficult-to-perceive tokens of a sound are less likely to be stored in memory. Together, these two assumptions mean that when a sound changes and approaches another
sound, resulting in confusable, ambiguous innovative tokens, the innovative tokens of
the changing sound are more likely to be stored when they come from a frequent word.
This results in frequent words containing the sound changing faster than infrequent
words. Todd, Hay and Pierrehumbert (2019) argue that this explains why high frequency
showed a faster increase in intervocalic tapping than infrequent words in New Zealand
English (as documented in Hay and Foulkes 2016). However, this proposal crucially
relies on unusual, ambiguous tokens of a sound category not affecting the
representation of the sound category. As far as I know, there is no evidence for this
assumption, and in fact there is some evidence for the opposite, that unusual,
surprising tokens of a sound category exert more influence on the sound category
representation than run-of-the-mill tokens (Olejarczuk, Kapatsinski and Baayen 2018).
To resort to an anecdote, 15 years after the fact, I still have a vivid memory of a token of
pen pronounced as pin by a New Zealand English speaker in the ambiguous context of
trying to pay with a card and being asked Do you have a pen/pin? When the
pronunciation was (eventually) disambiguated, it was quite clear to me that I need to
update my pen category, and a rational, error-driven listener would.

Change can also affect (some) infrequent words and leave comparable frequent
ones unaffected if it is driven by analogy or, in Phillips’ (2006) terminology, analysis. This
is driven by the fact that the speaker has less experience with an infrequent word than
with a frequent one. Therefore, when an infrequent word behaves differently from
other similar words, the speaker should be less likely to be exposed to evidence that it
does during language acquisition. Furthermore, even if this evidence is present in the
input, there will always be less of it than there would be for a frequent word. Therefore,
yany rational learner should be more likely to conclude that the word is not exceptional
and behaves like other similar words when the word in question is infrequent (see also
Erker and Guy 2012). This is indeed what we see in learning models that allow learners
to decide how a word behaves on some weighted average of experience with the word,
and experience with other words (Kapatsinski 2021; Wedel 2007). The greater
susceptibility of infrequent words to analogical/analytical change is the reason that old,
unproductive grammatical patterns such as irregular English past tense forms survive in
frequent words. These are the words for which the learner receives enough evidence to
be certain of their exceptionality. Thus, leaped and has become so common to be
judged as acceptable by lexicographers, while slepted and keeped have not (Anshen and
Aronoff 1988; Hooper 1976; Lieberman et al. 2007; Song and Dalola 2019).

As mentioned earlier, many types of semantic change may also tend to affect
words of low token frequency because, other things being equal, speakers are less likely
to converge on the meaning of a low-frequency word. Of course, other things are often
not equal because frequent words tend to have more difficult, family-resemblance
category meanings due to accessibility-driven extension. Still, controlling for semantic
complexity, semantic drift due to imperfect learning should affect rare words more (as
observed by Kawasaki et al. 2022 through examining Romance cognates).

Rare words are also more likely to drop out of the language and be replaced by
formally unrelated innovations or borrowings (Pagel, Atkinson and Meade 2007): rare
words are less likely to be transmitted to the next generation. Berg (1998) and Martin
(2007) showed that word loss is also affected by the same pressures that lead to sound
change, i.e., phonological markedness / how difficult a word is to pronounce. As far as I
know, the interaction between frequency and pronunciation difficulty has not been examined. However, it seems likely that difficult-to-pronounce frequent words are more likely to be reshaped by reductive sound change, whereas difficult-to-pronounce rare words are more likely to be replaced by unrelated borrowings.

[E] Issues and limitations

[E.1] Analogical spread of innovative reductions
Most simulations of sound change model either analogical or reductive change (e.g., Wedel 2007 for the former; Pierrehumbert 2001 for the latter). However, reductive sound change can result in a distinct way of pronouncing a sublexical unit. There is nothing in theory that would then prevent this new pronunciation variant from spreading across the lexicon by analogy. For example, flapping of /t/ and /d/ in words like butter and madder is a distinctive characteristic of American English. This is a reductive sound change that began in frequent words and is still farther along in frequent words where flaps are shorter and less constricted (Patterson and Connine 2001; Shport, Jongman and Herd 2017). It is possible to elicit full stops by presenting speakers with formal words like emitter but most words are probably never pronounced with a full stop in the relevant environment (following a vowel and preceding an unstressed vowel) in a typical speaker’s experience. This means that novel words containing an intervocalic coronal stop are under strong analogical pressure to also be pronounced with a flap.

Kapatsinski (2021) shows that assuming an analogical pressure that is stronger in rare words and a reductive pressure that is stronger in frequent words results in a U-shaped frequency effect when a reductive sound change like flapping progresses to the point that the innovative variant dominates the lexicon. At this point, novel words should fall in line with the lexicon, undergoing flapping while existing medium-frequency words can remain exceptional. To be an exception, a word needs to be associated with the conservative variant (for example, because it tends to occur in formal contexts) and to be frequent enough for its exceptionality to be learnable. Exceptionally conservative behavior in rather infrequent 'learned' and formal words is often noted (e.g., Ferguson 1975), but whether such a word needs to be frequent enough to be an exception is not tested.5

[E.2] Statistical issues
There is substantial uncertainty regarding whether frequency effects in corpus data should be tested using regression models with a random effect of word or if, instead, observations should be aggregated by word or even by unique values of frequency so that a random effect of word is unnecessary (Barth and Kapatsinski 2018; Gahl and Baayen 2022; Johnson 2009; Walker 2012). Barth and Kapatsinski (2018) simulated datasets with a real frequency effect and showed that a model with a random effect of word will nonetheless achieve the same fit to these data regarding of whether one includes frequency as a predictor. This is a disturbing result because we know that the

5 It is possible for a model of change to avoid predicting a U-shaped frequency effect for an advanced reductive change, but this requires speakers to implicitly know that unknown words are likely to behave like rare words (Kapatsinski 2021).
frequency effect is real, yet the model does not detect it. A solution shown to work in Barth and Kapatsinski (2018) is to test the model on words it was not trained on. Gahl and Baayen (2022) advocate aggregating observations by word to avoid the same problem, although it should be noted that this is expected to reduce power. Neither solution has as yet been adopted in the literature.

Note that aggregation of observations within words is not the same as treating individual word tokens as independent but omitting a random effect of word (e.g., Erker and Guy 2012). That practice is not to be recommended as it vastly inflates significance (Barr et al. 2013; Johnson 2009; Walker 2012) and leads to poor estimates of the fixed effects (such as the effect of frequency; Barth and Kapatsinski 2018). Since most papers before 2013 took that approach, much of the early literature is on shaky statistical grounds.

Another statistical issue is that mixed-effects models assume that the levels of a random effect (such as words) come from a single normally-distributed population. As a result, when a small number of words behave exceptionally, those words are likely to be pulled in to the mean of the population of words by the model (Gelman and Hill 2007). This is especially true if the exceptional words are relatively infrequent (as in, e.g., Ferguson 1975) so the model is uncertain about their behavior and uses the rest of the lexicon to estimate it. This reduces the likelihood of detecting lexical diffusion. There are methods for detecting that random effects come from more than one population (Navarro et al. 2006; Houghton and Kapatsinski 2023) but they are not yet widely used.

Finally, a promising future direction is to make better use of hierarchical structure within the random effects by nesting collocations containing words within those words, and nested words within word classes (Travis and Torres Caouillos 2021). By doing so, we can disentangle the roles of specific collocations, words and their categories in lexical diffusion. Travis and Torres Caouillos (2021) show convincing evidence of lexical diffusion of grammatical behavior by showing that specific verbs have a role above and beyond classes of verbs.

[E.3] Chaos and the actuation problem
A system is chaotic if small changes in initial conditions can lead to very different outcomes. A characteristic of a system that makes it chaotic is positive feedback loops. Language change is rife with positive feedback loops. For example, the more a form is used, the more likely it is to be reused (Martin 2007). It is therefore a good example of a chaotic system. For example, Kapatsinski (2021) shows that the simple model in Figure 1 augmented with each generation inferring a random effect of lexical identity predicts that changes will sometimes go to completion, sometimes sputter out, and usually freeze in a pattern of stable variation. The variability in outcomes is due to small stochastic noises inherent to the transmission process coupled with rich-get-richer loops. This is especially striking because the model includes no social dynamics, which are an additional source of variance in real life. Given the chaotic nature of language change, the best models of change can hope for it to describe the pressures on the system and the likely directions of change. We will never be able to solve the actuation problem (Weinreich et al. 1968), predicting whether a certain change in a certain community will or will not happen. However, models of lexical diffusion can identify factors that influence likelihood of actuation. For example, the model in Kapatsinski
(2021) predicts that a reductive change will be likely to sputter out if the reductive effect of frequency is relatively weak for the sound in question (either because the alternative pronunciations don't differ dramatically in difficulty or because other, social or phonological, pressures on pronunciation selection happen to be stronger), the sublexicon affected by the change happens to contain few high-frequency words, and the innovative pronunciation variant is initially rare. Sputtering out may be how changes are not actuated: innovative variants arise but then disappear because speakers infer them to have a low production probability.

[F] Conclusion
Research on frequency effects in lexical diffusion has undergone a dramatic increase in methodological sophistication in the last two decades, and continued development is to be expected in the future. The rise of large diachronic corpora, databases of changes, sophisticated models of semantics and of change itself, and experimental methods for demonstrating causal influences on change all point to an exciting time in the study of the effects of experience on both change and variable linguistic behavior more generally. There is now substantial evidence for the idea that certain types of phonetic, semantic and morphological changes are more likely to occur in frequent words. These changes are likely due to articulatory reduction -- the change is towards pronunciations characteristic of rapid and casual speech -- and accessibility-driven lexical selection. Other changes, due to imperfect learning and analogy, are likely to occur in infrequent words and spread from there. In addition, changes accrete to words that often occur in change-favoring contexts. These results provide clear support for the central claim of usage-based linguistics -- that language structure is shaped and reshaped by language use.
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Figure captions

Figure 1. The relationship between word frequency and reduction across 10 generations (darkest = earliest) under the assumption that each generation infers an overall probability of reduction and then produces the variants based on that probability, frequency of the word (which has the same effect in all generations), and a constant random noise representing all other factors influencing reduction.

Figure 2. The effect of frequency by Generation. 100 grey lines are drawn for 100 replications of running the sound change through the 10 generations. Solid black line is drawn at the pre-programmed value of the frequency effect and shows the overall (lack of) trend.

Figure 3. No reductive change happens without speakers learning to reduce at the community rate (left) or the synchronic frequency effect on reduction (right).