
Cichlid Computer Vision Project – Weekly Progress 
Week ending Friday, January 31st, 2025 

Time Logs 

Charlie Clark 

What progress did you make?  

• Attended weekly BioBoost meeting on Monday evening.  
• Attended weekly publication seminar Tuesday evening.  
• Attended weekly HAAG admin meeting Thursday afternoon.  
• Attended bi-weekly computational advisor meeting with the Bird Audio team. 
• Read through the abstracts/introductions for a set of papers which might be 

related to our work on BioBoost; extracted the problem statement as well as 
aspects that apply and don’t apply to our work, for each paper.  

• Wrote up and sent out a Meeting Recording Procedures document, outlining the 
roles and responsibilities of all relevant parties when it comes to the handling 
of meeting recordings and notes. 

• In the process of collecting gmail accounts from all the meeting managers and 
higher ed project managers so I can add them as managers for the YouTube 
channel.  

What are you planning on working on next?  

• Continue working on BioBoost literature review.  
• Continue helping Kailey and Eric with the BioBoost code (if needed). 
• Ensure all required parties are added as YouTube channel managers.  
• Start enforcing the new Meeting Recording Procedures.  

o Confirm my understanding about whether they apply to the Alexander 
groups as well.  

• Attend all required (and some optional) meetings.  

Is anything blocking you from getting work done?  

• None. 

 

 



 

 

Kailey Quesada 

What progress did you make?  

• I attended the following 3 meetings:  
o Cichlid Team Working Meeting on January 25th. YOLO and SORT logistics 

discussed.  
o Cichlid Team Meeting on January 27th. Went over SORT and paper re-write.  
o Publication Seminar Meeting on January 28th. Went over paper re-write.  

• I worked on the meeting manager role requirements for both meetings. I created the 
meeting tasks in Microsoft planner, created the required materials (slides, 
transcripts, notes, recordings, attendance), and updated the attendance sheet with 
meeting links in the project files section on Teams. 

• I was able to take the SORT code from Bree and change the script to be able to run 
the modified SortFish on the new dataset. We now have the required velocity 
vectors for TemporalBoost. I then ran code to combine SORT csvs, filter for tracks 
above a certain frame threshold, check for non-consecutive tracks, and tally track 
information about missing frames. 

• I was able to take some previous code from Bree for visualizing YOLO and SORT 
bounding boxes with OpenCV and modify it for the Lindenthal dataset. This took a 
decent amount of time, since OpenCV was pretty sensitive to file paths, etc. I 
generated 100 videos and shared them with the BioBoost chat for review. 

• I investigated some problems with the BioBoost pipeline. I wrote a script to save off 
video frames and then matched my combined SORT csv with the video frames 
manually to inspect missing frames. It doesn’t appear that YOLO missing 
detections is the cause of the missing frames. I identified another problem, which is 
that there exists at least one long track with high confidence values that does not 
depict any animal, just shadows. Additionally, I explored the number of tracks with 
missing frames with scripts and created a histogram. 

What are you planning on working on next?  

• I need to help make changes to the SORT code to improve SORT performance based 
on the direction suggested by Bree in the next meeting.  

• I need to help with the paper rewrite. 
• I need to fulfill my meeting manager responsibilities and attend required meetings. 



Is anything blocking you from getting work done?  

• Yes. I still need an email from Dr. Lytle for CS 8903. I also think that it would be 
helpful having more people than just 1 working on the code portion of BioBoost. This 
will make things more efficient. 

 

Eric Iamarino 

What progress did you make?  

• Cleaned up BioBoost GitHub  
o Added docstrings to all the functions for all the scripts  
o Added type hints to the arguments of all functions  
o Organized scripts into folders with more meaningful names  
o Adding better guidance to README.md to GitHub (In Progress)  

• Got access to Cichlid CV website  
o Adding meetings and reports for Spring 2025 semester (In Progress) 

• Attended weekly BioBoost meeting 

What are you planning on working on next?  

• Attend BioBoost weekly meeting  
• Attend Publication weekly meeting 
• Help with BioBoost Introduction rewrite  
• Help improve tracking of SORT 
• Help with conversion of .bag files to .mp4 videos  

Is anything blocking you from getting work done?  

• None. 

 

 

 

 

 

 

 



 

 

 

 

 

 

Abstracts 

Charlie Clark 

“YOLO-SAG: An improved wildlife object detection algorithm based on YOLOv8n”, 
Chen et al. (2025; Ecological Informatics0  

• Abstract: “Wildlife conservation is crucial for maintaining biodiversity, ensuring 
ecosystem balance and stability, and fostering sustainable development. Currently, 
the use of infrared camera traps to monitor and capture photos of wildlife is a vital 
methodology in protecting and researching wildlife, and automatic detection and 
identification of animals within captured photographs are paramount. However, 
factors such as the complexity of the field environment and the varying sizes of 
animal targets lead to low detection accuracy, while high-precision detection 
models are hindered by high computational complexity and sluggish training 
speeds. This paper proposes a wildlife target detection algorithm based on 
improved YOLOv8n - YOLO-SAG, which aims to balance accuracy and speed. 
Training stability is enhanced by introducing the Softplus activation function, which 
increases detection accuracy; incorporating the AIFI enhances intra-scale feature 
interaction, reducing missed and false detections. Integrating the GSConv and VoV-
GSCSP module lightens neck convolutions, reducing computational redundancy 
and balancing the computational and parametric quantities brought by the AIFI. 
Experimental results on a self-made wildlife dataset indicate that the YOLO-SAG 
achieves 94.9%, 90.9%, 96.8%, and 79.9% in Precision, Recall, mAP@0.5, and 
mAP@0.5–0.95, respectively, which are 3.4%, 3.3%, 3.2%, and 4.9% higher than the 
original YOLOv8n. Inference and post-processing times reach 1.2 ms and 0.5 ms, a 
speedup of 25% and 54.5%, respectively, and the computation volume is only 7.2 
GFLOPs, an 11.1% decrease.” 

• AI Summary by ChatGPT (4o): “This paper presents YOLO-SAG, an improved version 
of YOLOv8n specifically designed for wildlife object detection. It aims to balance 



detection accuracy and speed, addressing challenges posed by complex 
environments, varying animal sizes, and high computational costs. The model 
incorporates Softplus activation, an Attention-based Intra-scale Feature Interaction 
(AIFI) module, and SlimNeck architecture to enhance feature extraction, improve 
detection stability, and optimize computational efficiency. Experiments on a 
custom wildlife dataset show that YOLOSAG outperforms YOLOv8n, achieving 
higher precision, recall, and mAP, while also reducing inference time and 
computational load.”  

o Key Contributions:  
▪ “Softplus Activation for Stability & Accuracy: Replaces SiLU with 

Softplus in YOLOv8n, improving training stability, reducing gradient 
vanishing, and increasing precision/recall.”  

▪ “AIFI for Feature Enhancement: Introduces an Attention-based Intra-
scale Feature Interaction (AIFI) module, which enhances feature 
interactions within the same scale, reducing false detections.”  

▪ “Slim-Neck for Computational Efficiency: Replaces the standard 
YOLO Neck with a Slim-Neck design, incorporating GSConv and VoV-
GSCSP to reduce computational redundancy while maintaining 
accuracy.”  

▪ “State-of-the-Art Performance: YOLO-SAG achieves 94.9% precision, 
90.9% recall, and 96.8% mAP@0.5, outperforming YOLOv8n while 
reducing inference time by 25%.” 

o Contributions to Knowledge:  
▪ “Improved Real-Time Wildlife Detection: YOLO-SAG is optimized for 

real-time wildlife detection, offering a better balance between speed 
and accuracy than existing YOLO models.”  

▪ “Enhanced Feature Representation: The AIFI module improves 
feature extraction by reducing false positives and missed detections, 
making it more robust in occlusion and low-contrast conditions.” 

▪ “Efficient Object Detection for Resource-Limited Environments: The 
Slim-Neck design reduces computational costs by 11.1%, making 
YOLOSAG suitable for edge computing applications like camera traps 
and drone-based monitoring.”  

o Future Research Directions:  
▪ “Further Lightweight Optimization: While the model reduces 

computational costs, additional compression techniques (e.g., 
knowledge distillation, pruning) could make it even more efficient.”  



▪ “Generalization to Other Ecological Domains: Applying YOLO-SAG to 
marine life detection, bird monitoring, or small mammal tracking 
could expand its ecological impact.”  

▪ “Integration with Multimodal Data: Future work could incorporate 
infrared, LiDAR, or acoustic data to improve performance in low-light 
or dense forest environments.”  

▪ “Automated Behavior Recognition: Extending YOLO-SAG for wildlife 
behavior analysis (e.g., feeding 

• Link: https://linkinghub.elsevier.com/retrieve/pii/S1574954124003339. 

 

 

 

 

Kailey Quesada 

Kuswantori, A., et al. “Fish Detection and Classification for Automatic Sorting System with 
an Optimized YOLO Algorithm.” Applied Sciences, 2023. https://www.mdpi.com/2076-
3417/13/6/3812.  

This research uses deep learning and computer vision to automatically recognize and 
classify fish, which is important for improving efficiency in the fish industry. The 
researchers created a unique dataset of eight fish species, including videos of the fish 
moving on a conveyor belt, and applied the YOLOv4 algorithm to achieve high accuracy in 
detection. This work aims to address challenges in sorting fish automatically, which is 
currently done manually, and is particularly relevant given the increasing global food 
demand. The proposed method in this study is evaluated against the latest techniques in 
fish recognition to highlight its key contributions. Over the past few years, at least six other 
studies have focused on recognizing swimming fish. The findings show that this new 
method, which uses straightforward and effective algorithms, achieves the highest average 
recognition accuracy and is particularly useful for fish sorting systems in the aquaculture 
industry. No future work is discussed. 

 

Eric Iamarino 

https://linkinghub.elsevier.com/retrieve/pii/S1574954124003339


Gheorghe, C., Duguleana, M., Boboc, R. G., & Postelnicu, C. C. (2024, October 31). 
Analyzing real-time object detection with YOLO algorithm in Automotive Applications: A 
Review. Tech Science Press. https://doi.org/10.32604/cmes.2024.054735  

Identifying objects in real-time is a technology that is developing rapidly and has a huge 
potential for expansion in many technical fields. Currently, systems that use image 
processing to detect objects are based on the information from a single frame. A video 
camera positioned in the analyzed area captures the image, monitoring in detail the 
changes that occur between frames. The You Only Look Once (YOLO) algorithm is a model 
for detecting objects in images, that is currently known for the accuracy of the data 
obtained and the fast-working speed. This study proposes a comprehensive literature 
review of YOLO research, as well as a bibliometric analysis to map the trends in the 
automotive field from 2020 to 2024. Object detection applications using YOLO were 
categorized into three primary domains: road traffic, autonomous vehicle development, 
and industrial settings. A detailed analysis was conducted for each domain, providing 
quantitative insights into existing implementations. Among the various YOLO architectures 
evaluated (v2–v8, H, X, R, C), YOLO v8 demonstrated superior performance with a mean 
Average Precision (mAP) of 0.99. 

 

 

Documentation of Work 

Charlie Clark 

• Attended weekly BioBoost meeting on Monday evening. 
• Attended weekly publication seminar Tuesday evening.  
• Attended weekly HAAG admin meeting Thursday afternoon.  
• Attended bi-weekly computational advisor meeting with the Bird Audio team.  
• Read through the abstracts/introductions for a set of papers which might be related 

to our work on BioBoost; extracted the problem statement as well as aspects that 
apply and don’t apply to our work, for each paper. 

• Wrote up and sent out a Meeting Recording Procedures document, outlining the 
roles and responsibilities of all relevant parties when it comes to the handling of 
meeting recordings and notes.  

• In the process of collecting gmail accounts from all the meeting managers and 
higher ed project managers so I can add them as managers for the YouTube 
channel.  

https://doi.org/10.32604/cmes.2024.054735


• Proof:  
o Literature review document: Rewrite-References  
o Meeting recording procedure: Meeting_Recording_Procedures  

• Results Visualization: Nothing to visualize this week on my end (mostly reading and 
meetings). 

 

Kailey Quesada 

For a full list of what I did, see the time log above. The most important things I worked on 
this week was re-running SORT and modifying existing code for doing visualization of YOLO 
and SORT bounding boxes with OpenCV.  

The important snippets of my code this week are below. First of all, we want to 
modify the SortFish script created by Bree and Tucker to be able to run it on the new 
dataset in Jupyter Notebook. We want to change the width and height constants, remove 
the scripting args, and add Python code to run from a notebook. It took me a couple hours 
to understand SORT and to get this to run. I also realized that a lot of the code that Charlie 
and I had written was redundant with the code Tucker and Bree had already written. We 
should take note of this when assembling the GitHub for other people to use it. 

https://gtvault.sharepoint.com/:w:/s/HAAG/EZPLZ3wy1vREp5t6b2GfpsABqN2EJBdt9_-qgSUmvbd_HA?e=eLGtq2
https://gtvault.sharepoint.com/:w:/s/HAAG/EXeGdBKDRIBFr4HoAb4_V3YBbm0Xg77X-EtwZIo30FE4BA?e=QL2w7f


 





 

This code gives us the required velocity vectors for TemporalBoost. Next, I ran code 
to combine SORT csvs, filter for tracks above a certain frame threshold, check for non-
consecutive tracks, and tally track information about missing frames. The code for 
combining SORT csvs and filtering tracks was similar to the code that I presented last 
week.  

Next, I modified existing code from Bree for doing visualization of YOLO and SORT 
bounding boxes with OpenCV. The important sections are below. The overall idea is that 
we add a column for both border thickness and color and then use OpenCV to draw the 
boxes. Pretty simple, but the code can be pretty confusing at first. 

 



 

And that’s it! The finished scripts will be uploaded to BioBoost upon completion: 
https://github.c om/Human-Augment-Analytics/Bio-Boost. To see the videos generated 
with OpenCV, please see the 100 videos that I added to the BioBoost channel in a zip file. 

 

 

Eric Iamarino 

This week, my main task was to clean up the BioBoost GitHub for the reviewers and add 
guidance to the README. I started off by adding docstrings to all functions, as well as type 
hints to all of the arguments/returns of the functions. From here, I cleaned up scripts that 
had standalone code, and I am now working to finalize the README and file structure of 
the Github. Additionally, I got permissions for editing the Cichlid CV website and am 
finalizing the Spring 2025 additions to the page. 



Proof below: 

 

Addition to Cichlid CV Website 

 


