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ABSTRACT Terahertz (THz) wireless data centers can provide low-latency networks and dynamic
scalability that are vital for the next-generation cloud computing infrastructure. The knowledge of THz
propagation characteristics in a data center environment is essential to the development of novel THz
communication systems. However, a comprehensive characterization and modeling of THz propagation
channels, which includes various obstructions in a data center is not available. This paper presents results
from a THz channel measurement campaign conducted in a data center environment. Various propagation
scenarios such as line-of-sight (LoS) link, non-LoS (NLoS) link using existing materials in a data center
to redirect the beam, and obstructed-LoS (OLoS), -NLoS (ONLoS) links with common objects in data
centers (cables and server racks’ mesh doors) serving as obstruction were investigated. Propagation
channel parameters such as pathloss and root-mean-squared (RMS) delay spread were analyzed in the
aforementioned scenarios while cluster-based modeling was implemented for some scenarios. The proposed
model for THz propagation in a data center environment was validated with the measured data. The average
inter-arrival time of clusters (1/Λ) and rays (1/λ) are estimated as 4.4 ns and 0.24 ns, respectively. We
find that local scattering objects such as server-rack frames/pillars can be used to assist the NLoS type of
link, and that cooling airflow in the data center has a negligible impact on THz propagation. Power cables
and mesh doors of the server racks can cause additional attenuation of about 20 dB and 6 dB, respectively.
Cluster model and other characterization results provided in this work are pertinent to THz wireless system
design for data center environments.

INDEX TERMS Channel measurements, channel modeling, statistical channel model, terahertz (THz)
communications, wireless data centers.

I. INTRODUCTION

CLOUD computing has become popular for on-demand
computing services, such as storage and data process-

ing. Increasing demand for cloud computing is driving the
need for data centers that are equipped with low-latency
networks and capable of dynamic scalability based on work-
loads [1], [2]. In traditional data centers, information ex-
change between servers mainly relies on wires and optical
fiber cables. The use of the wires and cables increases the
cost of assembly, maintenance, and operation, and service
time [3]–[5]. Wired typologies impact the scalability and
flexibility of the overall data center [6], [7]. Furthermore,

cable bundles between server racks can block the cooling
airflow and lead to inefficient cooling [8].

The use of a wireless (at Terahertz (THz) frequencies)
approach in data centers would alleviate some of the afore-
mentioned problems. The development of THz wireless sys-
tem in data centers would require the characterization and
modeling of the propagation channel in which such a de-
vice will operate. The data center environment is unique
in its densely packed compartmentalized layout with rows
of metallic server racks aligned in parallel and high perfor-
mance computing servers with metal enclosures vertically
stacked up in each rack. Exposed cable clusters, e.g., power
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cables, data cables, and auxiliary cables, exist between the
server racks and server machines [3], [9]. This constitutes
a unique propagation channel, whose properties need to be
explored.

A. RELATED WORK
Several publications in the literature have explored the use
of THz wireless links in data centers to achieve dynamic
operation and higher reconfigurability [1], [10]–[14]. More-
over, THz frequencies promise a higher data rate with its
large bandwidth and lower interference (due to the directional
antennas) [15]–[20]. An IEEE 802.15.3d [21] standard for
THz communication proposed a data rate of up to 100 Gbit/s
at 252–325 GHz using eight different bandwidths between
2.16 GHz and 69.12 GHz. Simulation-based work in [12],
[13] presented a stochastic channel model along with its
simulation results for a THz wireless data center. However,
measurement results were not provided. Measurement-based
work in [14] presented a THz measurement campaign con-
ducted in a data center. Results showed that path attenuation
is comparable to Friis theoretical values and that THz wire-
less communication in a data center is possible. However, the
measurement campaign did not investigate the propagation
scenario with exposed cables serving as obstruction, which
has been observed in some of the existing data centers [3],
[9]. In our previous work [22]–[24], THz channel sound-
ing measurements were conducted in a “data center-like”
environment for the study of potential THz communication
scenarios in a data center. The impacts of obstructions of
cables, server racks, and their mesh structures on THz prop-
agation were investigated, with corresponding channel prop-
erties developed. Moreover, propagation channel model for
a blade-to-blade (B2B) link for the communication between
vertically stacked servers was proposed. However, these prior
measurements were not conducted in an actual data center but
a mock-up model of a data center. In [25], amplitude fading
statistics in a 4 × 4 MIMO channel were analyzed in a data
center environment. However, the communication scenario
is limited to short-range links with transmitter (Tx)-receiver
(Rx) separation distance, d < 40 cm.

B. CONTRIBUTION
As seen from the above literature survey, there is a lack
of a comprehensive characterization and modeling of THz
propagation channels that includes various obstructions in
a data center. This paper attempts to fill this gap. We
present details from the THz channel measurement campaign
conducted in a data center environment with consideration
for propagation scenarios including line-of-sight (LoS) link,
non-LoS (NLoS) link using existing materials in a data center
to redirect the beam, and obstructed-LoS (OLoS)/obstructed-
NLoS (ONLoS) links. Optical lenses are used to extend the
Tx-Rx separation distance in this work. We analyze prop-
agation parameters such as pathloss and root-mean-square
(RMS) delay spread in the aforementioned scenarios. The
Tx/Rx misalignment tolerance range in the LoS link is also

characterized. We test the possibility of using server-rack
frames/pillars opposite to the transmitter as reflectors for
the NLoS type of link and investigate the effect of cooling
airflow on the THz propagation. The gain from the lenses and
the attenuation caused by the power cables and server-rack
mesh door are also characterized. We observed that multipath
components (MPCs) naturally group into clusters in some
of the measurements conducted. Therefore, a cluster-based
propagation model for THz propagation in a data center
environment has been proposed in such scenarios. Cluster-
based models have been widely used for indoor propagation
channels across a wide range of frequency spectra, from mi-
crowave (cellular), ultra-wideband (UWB), mm-wave, up to
THz bands [26]–[35]. Clustering in the delay domain directly
affects the delay spread, which is important in determining
the need for employing channel protection techniques, e.g.,
channel equalization, channel coding, or channel diversity
to overcome the dispersive effects of multipaths [36]. Re-
gardless of such wide applicability and the aforementioned
importance, no cluster-based model has been developed for
THz propagation channels in data center environments. Our
proposed clustering model is validated with measured data,
and the corresponding inter- and intra-cluster parameters and
their relevant statistics are presented in this work.

C. ORGANIZATION
The rest of the paper is organized as follows. The measure-
ment campaign is described in Section II. Section III presents
the characterization of pathloss, power delay profile (PDP),
and delay spread, and introduces the proposed clustering
model and the corresponding model validation. Concluding
remarks are presented in Section IV.

II. MEASUREMENT CAMPAIGN
A. MEASUREMENT SETUP
A frequency-domain channel sounder setup was used for
performing the experiment. At the heart of the measure-
ment setup is a Keysight N5224A PNA vector network
analyzer (VNA) and Virginia Diodes, Inc. (VDI) transceivers
(Tx210/Rx148) [37], which operate over a bandwidth of 20
GHz (300–320 GHz) with 801 frequency tones. The THz
carrier signal is generated from electronic sources using
voltage-controlled oscillators and subsequent frequency mul-
tipliers. An input signal in the range of 10 MHz–20 GHz
with a power level (Pin) of 0 dBm is generated by the VNA
and fed into the VDI Tx210 (shown in Fig. 1 (a)). Inside
the Tx210, a Herley-CTI phase-locked dielectric resonator
oscillator (PDRO with 100 MHz reference crystal oscillator)
[38] generates a 25 GHz signal, which is amplified and its
frequency doubled using Norden N08-1975 [39], and then
tripled by VDI WR6.5X3 [40]. This signal is then fed into
a sub-harmonic mixer WR2.8SHM [41] that doubles the
carrier frequency and mixes it with the baseband signal (10
MHz–20 GHz) generated from the VNA. The signal is then
transmitted by the horn antenna in the THz range of 280–
320 GHz. At the Rx (shown in Fig. 1 (b)), same components
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are used to down-convert the signal, except that the PDRO
is tuned to 24.2 GHz, which leads to a down-conversion of
the received signal to an intermediate frequency (IF) of 9.6
GHz. The upper sideband of the down-converted signal is
then recorded by the VNA in the frequency range of 9.61–
29.6 GHz. A block diagram of the measurement system and
data processing procedure is shown in Fig. 1 (c), and the
corresponding measurement parameters are summarized in
Table 1.

TABLE 1. Measurement Parameters

Parameter Symbol Value 

Measurement points N  801 

Intermediate frequency bandwidth ΔfIF  20 kHz 
Average noise floor  PN  -90 dBm 

Input signal power  Pin  0 dBm 
Start frequency  fstart 10 MHz  

Stop frequency  fstop  20 GHz 
Bandwidth  B  19.99 GHz 

Time domain resolution  Δt  0.05 ns 
Maximum excess delay  τm 20 ns  
	

Vertically polarized pyramidal horn antennas [42] with
gain that varies from 22 to 23 dBi from 300 to 312 GHz
were used for this measurement campaign. The nominal half-
power beamwidth (HPBW) of the horn antenna is about 10◦

in azimuth and elevation.
Plano-convex Polytetrafluoroethylene (PTFE/Teflon)

lenses [43] with a focal length of 7.5 cm and a diameter of
5 cm are used to collimate the THz beam and provide extra
gain for the scenarios in Sections II-B1–II-B4. The relative
position of the lenses and the Tx/Rx are shown in Fig. 2 (a).
Note that the distance between the horn and the lens is fixed
at 6 cm.

Please note that we included the lenses as part of the chan-
nel rather than part of the measurement system, i.e., the gain
of the lenses is included in the measurements, since channel
characteristics such as multipaths have been identified as the
results of reflections from the lenses. Additionally, the gain
information of the PTFE optical lenses is not available.

B. MEASUREMENT ENVIRONMENT
The propagation channel measurements were conducted in
a data center at the Tech Way Building on the campus of
the Georgia Institute of Technology, Atlanta, GA. Inside the
data center, high performance computing servers with metal
enclosures are vertically stacked up in metallic server racks,
and rows of server racks are arranged in parallel separated
by aisles. Each server rack has a movable door with mesh
structure that allows for circulation of the cooling airflow.
Exposed cable clusters, e.g., power cables and auxiliary
cables are observed among the server racks.

In our measurement campaign, five wireless data center
scenarios have been considered: 1) LoS link, where a server
from one rack communicates to the server in the next-aisle

rack; 2) OLoS link, where the LoS link is obstructed by
common objects in data centers, such as cables and server
racks’ mesh doors; 3) NLoS link, where servers in adjacent
racks communicate with each other through reflections of the
server-rack frames/pillars in the next aisle; 4) ONLoS link,
where the NLoS link is obstructed by server racks’ mesh
doors; 5) Tx and Rx are placed at the opening of the cooling
grille on the floor to study the effects of cooling airflow on
THz propagation.

1) LoS Link
We envision that THz transceivers and optical lenses will
eventually be integrated into the server chassis such that THz
links can be established for server-to-server communications.
Our measurement setup for the LoS link is presented in
Fig. 3, where the Tx is placed in the server cabinet on the
left side of the aisle and the Rx is placed in the server
cabinet on the right side of the aisle with a Tx-Rx separation
distance, d = 175 cm. We have also tested a scenario where
misalignment exists between the Tx and Rx. In reality, each
server rack may be configured for different applications
using different types of servers with different heights [44].
In such case, the Tx and Rx that are integrated into the
server enclosure may not be perfectly aligned in the vertical
direction. Therefore, an investigation of the tolerance range
of the vertical offset between the Tx and Rx is in order. A
schematic of the measurement setup for the LoS link with
vertical offset is presented in Fig. 2 (b), where the vertical
offset range, h, varies from 0 to 6 cm with a step size of 1
cm.

Note that several possible LoS propagation links in wire-
less data centers were presented in [12, Sec. II, para. 3], [14,
Sec. II-B, para. 1, and Sec. II-C, para. 1], [45, Sec. II, para. 1],
including links with Tx/Rx placed on top of the rack (ToR)
and on the lower level of the rack. In our LoS setup, we
investigate the case with Tx/Rx placed on the lower level of
the rack since the ToR link has already been studied in [14,
Sec. IV, para. 1], with measurement results showing a path
attenuation, which followed the Friis propagation model.
Moreover, according to [12, Sec. II, para. 4], by placing
Tx/Rx on the lower level of the rack, interference [45, Sec. II,
para. 4] from the ToR link can be avoided.

2) OLoS Link
Next, we investigate the OLoS scenario where the wireless
channel is obstructed by objects commonly found in data
centers such as cables and mesh doors. We envision that
THz transceivers and optical lenses will be integrated into
the server chassis, which implies that the mesh door on the
server rack may obstruct the LoS link between the Tx and
Rx. Therefore, we evaluate the impact of mesh door on
THz links. For the OLoS link with mesh door serving as
obstruction, measurements were recorded at d = 175 cm with
the mesh door on the Tx rack (left side in Fig. 3) closed,
while the mesh door on the Rx rack (right side in Fig. 3)
stayed open. A focused view of the mesh structure is shown
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FIGURE 1. (a) Tx and (b) Rx configurations, (c) block diagram of the measurement system and data processing procedures.

FIGURE 2. (a) Plano-convex PTFE lens configuration; (b) illustration of the LoS
vertical offset measurement setup, where h varies from 0 to 6 cm with a step
size of 1 cm.

Tx 
Rx 

FIGURE 3. Measurement setup for the LoS link at d = 175 cm.

in Fig. 4 (a). It is important to note that with the wired data
links in existing data centers replaced with wireless links,
the remaining power cables may serve as obstruction and
interfere with the wireless propagation channels. Therefore,
we intended to study the OLoS scenario with power cables
serving as obstruction. Fig. 4 (b) presents the existing power
cables in a data center that we used for the OLoS scenario.
It can be observed in Fig. 4 (b) that existing power cables
in data centers are distributed nonuniformly, with some parts
consisting of multiple cables fastened together, which create
a thicker cable cluster (e.g., orange cable clusters in Fig. 4

(b)); while some other parts are formed by individual cable,
which lead to a thinner and scattered cable cluster (e.g., blue
and yellow cable clusters in Fig. 4 (b)). Such nonuniformly
composed cable clusters create obstructions with varying
thickness sizes and can cause fading in THz propagation
channels. In order to obtain a generalized statistical evalu-
ation of the fading caused by cables with various thickness
sizes, we recorded the measurements as Tx and Rx are
placed at 26 different horizontal positions with a step size
of 0.5 cm and d = 175 cm to ensure that the interaction
between THz waves and different parts of the cable clusters
can be captured. An illustration of the measurement setup is
presented in Fig. 5. Note that the number of Tx/Rx horizontal
positions could not exceed 26 due to limited space in the
server rack compartment.

(b) 

Tx 

Rx 

(a) 

FIGURE 4. (a) Mesh structure on a server rack door and (b) the cable clusters
at the Tx and Rx.

3) NLoS Link
In the NLoS link, reflectors were used to redirect the the
transmitted signal in order to bypass obstructions and aid
transmission [5]. Previous works [7], [12], [45], [46] sug-
gested covering the ceiling in the server room with reflective
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FIGURE 5. Illustration of the OLoS link with cables serving as obstruction. The
step size between each Tx/Rx position is 0.5 cm.

materials thereby using it as a reflector for the NLoS type of
link. This approach increases cost and takes up a considerable
amount of space. As an alternative, we propose the possibility
of using existing objects in a data center as reflectors for the
NLoS link. Our setup for the NLoS link is presented in Figs. 6
(a) and (b), where the server-rack frame/pillar of the server
rack is used as the reflector. Measurements were recorded at
a path length of 282 cm.

FIGURE 6. (a) The server-rack frame/pillar that is used as a reflector; (b)
measurement setup for the NLoS link at a path length of 282 cm.

4) ONLoS Link
The ONLoS scenario was also investigated, where the NLoS
link introduced in Section II-B3 is obstructed by the mesh
door on the server rack. Similar to the setup in Fig. 6 (b), here
we close the mesh door on the Tx rack while leave the mesh
door on the Rx rack open. Measurements were recorded at a
path length of 282 cm.

5) Effects of Cooling Airflow on THz Propagation
THz propagation encounters frequency- and moisture-
dependent amplitude variation due to the molecular absorp-
tion (mainly related to an outdoor environment) at the THz
bands [47]. In a data center, strong airflow from the cooling
grille creates abrupt motion change to the movement of the
air molecules. We investigate the cooling airflow effect on
THz propagation due to the abrupt molecular movement
around the cooling grille. Fig. 7 (a) presents the top-down
view of the cooling grille used for our measurements. Figs. 7
(b) and (c) show the side-view of our measurement setup
with cooling airflow passing through the grille and being
blocked, respectively. The zero-span mode (single-frequency
mode runs over time) in the VNA was used to record signal
amplitude variation over time at 300 GHz with d = 9 cm.
We use a 30 cm (width) x 15 cm (length) styrofoam board
to block the airflow. To verify whether the airflow was really

blocked by the styrofoam board, we held a piece of tissue
paper on top of the styrofoam board and used visual inspec-
tion to examine whether the tissue paper was moved by the
airflow. The tissue paper was observed to be stationary, and
thus confirmed that the styrofoam board effectively blocked
the airflow. Note that in order to have a fair comparison, we
made sure that during the transition between setups in Figs. 7
(b) and (c), only the styrofoam board that blocked the airflow
was moved while the Tx/Rx alignment remained unchanged.

FIGURE 7. (a) Top-down view of the cooling grille in a data center; side-view of
the measurement setup with cooling airflow (b) passing through and (c) being
blocked.

III. MEASUREMENT ANALYSIS AND RESULTS

This section presents the measurement analysis and the corre-
sponding results of the following studies: 1) characterization
of pathloss, PDP, and root-mean-square (RMS) delay spread;
2) cluster-based modeling of PDP.

A. CHARACTERIZATION OF PATHLOSS, PDP, AND
DELAY SPREAD

In our analysis, the mean pathloss (PL) is calculated by
averaging the magnitude squared of the channel transfer
function over an ensemble of frequency tones,

PL =
1

N

N∑
i=1

|H(fi)|2, (1)

where N = 801 is the number of frequency tones and
H(fi) is the measured channel transfer function. We obtain
the channel impulse response by performing the inverse
discrete Fourier transform (IDFT) over the measured channel
frequency response. RMS delay spread (τrms) is estimated
by the calculation of the square root of the second central
moment of the normalized squared magnitude of the channel
impulse response [48, (11.8)], i.e.,

τrms =

√√√√√√√√
L∑
k=1

|h(τk)|2τ2
k

L∑
k=1

|h(τk)|2
− τ2

m, (2)

where τk is the excess delay of the kth path relative to the
first arrival, |h(τk)|2 is the PDP, L is the number of MPCs,
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and τm is the mean excess delay defined as

τm =

L∑
k=1

|h(τk)|2τk

L∑
k=1

|h(τk)|2
. (3)

1) LoS Link Analysis
In this section, we characterize pathloss, PDP, and τrms in
the LoS scenario as introduced in Fig. 3 in Section II-B1.

The empirical and analytical (from Friis equation) pathloss
results have been provided in Fig. 8. By comparing the Friis
pathloss curve (black dash line with average loss = 87 dB)
and the measured LoS pathloss curve (red diamond with
average loss = 57.7 dB), we find that the optical lens does
provide an additional gain of around 29.3 dB by focusing
the THz signal. A representation of the measured PDP has
been provided in Fig. 9. Three distinct multipath components
observed in this type of scenario have been labeled in the plot.
The origins of these multipath components are subsequently
discussed. MPC1 results from the sum of reflections between
the lens and the horn at both Tx and Rx, where reflection at
each end has a time delay of 0.4 ns. The sum of time delay at
both Tx and Rx results in a total time delay of 0.8 ns. For
the reflections between the lens and the horn at either Tx
or Rx, the corresponding MPC is observed as unresolvable
congested spikes at 0.4 ns (highlighted in blue circle in
Fig. 9) due to limited temporal resolution. MPC2 results from
reflections between Tx lens and Rx horn and between Rx lens
and Tx horn. To be more specific, MPC2 has a delay about
11.4 ns corresponding to an additional delay path of 342 cm
that is twice the distance from the Rx horn to the Tx lens plus
multiple reflected paths within the Rx lens. MPC3 is due to
Rx horn-to-Tx horn reflection. To be more specific, MPC3
has a delay around 12 ns corresponding to an additional delay
path of 360 cm that is twice the distance from the Tx horn to
the Rx horn plus multiple reflected paths within the Tx and
Rx lenses. Since the area surrounding the Tx and Rx horns
are covered with absorbers as shown in Figs. 1 (a) and (b), we
can infer that the internal surfaces and the tips of the horns
are the cause of horn-related reflections. The corresponding
τrms in the LoS link is estimated as 0.295 ns. For the ease of
reference, measured mean pathloss and τrms in the LoS link
are summarized in the first row in Table 2.

TABLE 2. Measured Mean Pathloss and τrms

Scenario Distance Pathloss τrms 

LoS Door open 
175 cm 

57.7 dB 0.295 ns 

OLoS Door closed 63.4 dB 0.113 ns 

NLoS Door open 
282 cm 

78.4 dB 0.372 ns 

ONLoS Door closed 84.4 dB 0.299 ns 

Next, the LoS scenario with vertical offset between the Tx
and Rx was investigated. The setup used for this measure-
ment has been illustrated in Fig. 2 (b), where the vertical
offset range, h, varies from 0 to 6 cm with a step size of
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FIGURE 8. Measured pathloss in the LoS (red diamond) and OLoS (blue circle)
links at d = 175 cm along with Friis pathloss (black dash line) at d = 175 cm.
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FIGURE 9. Measured PDP in the LoS (red solid line) and OLoS (black dot line)
links at d = 175 cm.

1 cm. Fig. 10 shows the measured pathloss over frequency
with various Tx-Rx offset values. It can be observed that
as the offset approaches 6 cm, the pathloss value gradually
increases and the fluctuation becomes more prominent. The
pathloss fluctuation results from the fact that the received
signal is approaching the noise floor. Note that when offset
exceeds 6 cm, there is no signal reception but only noise floor
observed. Similar observation of the pathloss fluctuation in
the THz bands can be found in [16]. Fig. 11 presents the
measured mean pathloss (red solid line) and the measured
τrms (black dash line) with respect to Tx-Rx offset values. It
can be observed in the offset range of 0–4 cm, the measured
mean pathloss has an increment of 6.1 dB from 57.7 dB to
63.8 dB, while in the offset range of 4–6 cm, the pathloss
has a more rapid increment of 23.6 dB from 63.8 dB to
87.4 dB. The τrms varies between 0.12–0.3 ns in the offset
range of 0–4 cm, and 0.15–1 ns in the offset range of 4–6
cm, respectively. Coincidentally, the breakpoint around 4 cm
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approximates the lens diameter of 5 cm, which is reasonable
since discontinuity of propagation channel properties can be
expected when the Tx-Rx misalignment exceeds the aperture
size. As a result, more abrupt change in the pathloss and
τrms should be considered when the Tx-Rx misalignment
approaches the boundary of the lens. Note that if we look into
the τrms curve in Fig. 11 during the offset distance of 0–4 cm,
we can find that τrms first decreases about 0.2 ns during off-
set range of 0–2 cm, and then starts to increase during offset
range of 2–4 cm. This is because during offset range of 0–
2 cm, multipaths mainly come from the reflections between
the lenses and horn antennas as explained in the previous
paragraph. As offset increases from 0 cm, the aforementioned
reflections start to attenuate due to the Tx/Rx misalignment,
and thus result in decreased τrms. In the offset range of 2–4
cm, reflection from the surrounding environment (e.g., server
enclosures and rack compartments) leads to a wider MPC as
shown in Fig. 12 and thus slightly increases the τrms. As
offset distance increases beyond 4 cm, the main cause of
rapid increase in the τrms is dominated by the attenuation of
the first arrival path, which causes τrms to increase according
to (2).
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FIGURE 10. Measured pathloss and Friis pathloss (black dash line) in the LoS
link at d = 175 cm with Tx-Rx vertical offset varying from 0 to 6 cm.

2) OLoS Link Analysis
In this section, we characterize the pathloss, PDP, and τrms
in the OLoS scenario as introduced in Section II-B2.

Figure 8 (blue circle) shows the measured pathloss in the
OLoS link with mesh door serving as an obstruction. The
measured mean pathloss is calculated as 63.4 dB. By com-
paring the mean pathloss in the LoS link and OLoS link, we
can conclude that the additional loss resulting from the mesh
door is around 5.7 dB. Fig. 9 shows the measured PDP in the
OLoS link, with the corresponding τrms estimated as 0.113
ns. Interestingly, the PDP showed that with the obstruction of
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FIGURE 11. Measured mean pathloss (red solid line) and measured τrms
(black dash line) versus Tx-Rx offset values in the LoS link at d = 175 cm.
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FIGURE 12. Measured PDP in the LoS link at d = 175 cm with Tx-Rx vertical
offset of 2 cm (black dash line) and 3 cm (red solid line).

mesh door, multipaths are significantly attenuated compared
to the LoS link, and that the τrms is reduced from 0.295
ns to 0.113 ns. For the ease of reference, measured mean
pathloss and τrms in the OLoS link with mesh door serving
as obstruction are summarized in the second row in Table 2.

As explained in Section II-B2, cable clusters used in the
OLoS link are distributed nonuniformly with irregular shapes
and various thickness sizes. This cable composition in the
OLoS propagation channel can eventually lead to small-
scale fading. Figs. 13 and 14 present the measured pathloss
and PDP in the OLoS link with cables serving as obstruc-
tion, where variations in pathloss and multipath distribution
(highlighted in Fig. 14) that are dependent on the Tx/Rx
horizontal positions with respect to the cable clusters were
observed. We also performed a detailed statistical analysis
over measurements from all the Tx/Rx horizontal positions.
The corresponding statistics of the fading and the delay
spread variation in the OLoS link with cables serving as
obstruction are presented in Section III-B.
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FIGURE 13. Measured pathloss and Friis pathloss (black dash line) in the OLoS
link at d = 175 cm with cables serving as obstruction.
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FIGURE 14. Measured PDP in the OLoS link at d = 175 cm with cables serving
as obstruction.

3) NLoS Link Analysis
In this section, we analyze the pathloss, PDP, and τrms in the
NLoS link as introduced in Fig. 6 in Section II-B3.

Figure 15 (red diamond) presents the measured pathloss
in the NLoS link with server-rack frames/pillars serving as
reflector. We found that the measured mean pathloss (aver-
aged over all frequencies), 78.4 dB, is 12.6 dB lower than the
mean Friis pathloss (averaged over all frequencies), 91 dB, at
a path length of 282 cm. Therefore, we conclude that in the
absence of a LOS link between Tx and Rx, an alternate mean
of transmission would be to use local scatterers (such as the
server-rack frames/pillars) as reflectors to aid transmission
between Tx and Rx. Figure 16 (red solid line) shows the
measured PDP in the NLoS link, where two distinctive MPCs
were observed as labeled. MPC1 results from reflections
between Tx lens and Tx horn and between Rx lens and
Rx horn, where a time delay of 0.8 ns corresponds to four

times of lens-to-horn distance. Note that the MPC1 in the
NLoS link has similar delay as the MPC1 in the LoS link
shown in Fig. 9 (red curve), while the amplitude of NLoS
link’s MPC1 is weaker due to longer propagation path. MPC2
results from reflections between the server-rack frame/pillar
and the rack door that lies between the Tx and Rx. To be more
specific, MPC2 has a delay about 6.7 ns corresponding to an
additional delay path of 200 cm, which is twice the distance
from the rack server-rack frame/pillar to the rack door. This
result points out that although the server-rack frame/pillar
can serve as an ideal reflector, it may also create additional
scattered beams in the surrounding space and cause addi-
tional multipaths. The corresponding τrms in the NLoS link
is estimated as 0.372 ns. For the ease of reference, measured
mean pathloss and τrms in the NLoS link are summarized in
the third row in Table 2.
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FIGURE 15. Measured pathloss in the NLoS (red diamond) and ONLoS (blue
circle) links along with Friis pathloss (black dash line) at a path length of 282
cm.
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4) ONLoS Link Analysis
In this section, we characterize the pathloss, PDP, and τrms
in the ONLoS scenario as introduced in Section II-B4.

In Fig. 15, the measured pathloss in the ONLoS link with
mesh door serving as obstruction, where the mean pathloss is
estimated as 84.4 dB, has been presented. By comparing the
mean pathloss in the NLoS link and ONLoS link, we have
found that the additional loss resulting from the mesh door is
around 6 dB, which is similar to the result in Section III-A2.
Fig. 16 shows the measured PDP in the ONLoS link. Similar
to the result in Section III-A2, MPCs are found to be attenu-
ated by the obstruction of mesh door. Compared to the NLoS
link, the τrms in the ONLoS link is reduced from 0.372 ns to
0.299 ns. For the ease of reference, measured mean pathloss
and τrms in the ONLoS link are summarized in the fourth
row in Table 2.

5) Effects of Cooling Airflow on THz Propagation
In this section, we investigate the impact of cooling airflow
on THz propagation as introduced in Section II-B5. Fig. 17
presents the time domain measurement results using a 300
GHz carrier frequency with Tx-Rx separation distance of
9 cm. The average (ensemble over time) magnitude of the
transfer function of the channel with (blue circle) and without
(red diamond) cooling airflow is -51.61 dB and -51.63 dB,
respectively, with a 0.02 dB difference. As a result, we con-
clude that the impact from the cooling airflow is negligible.
Note that the lens wasn’t used for this measurement due to a
short Tx-Rx distance as shown in Fig. 7.
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FIGURE 17. Magnitude of the transfer function of the channel with cooling
airflow passing through (blue circle) and being blocked (red diamond). Mea-
surements were recorded over time at 300 GHz at d = 9 cm.

B. CLUSTER-BASED MODELING OF PDP
In this section, we introduce a cluster-based channel model
that can handle THz propagation in a data center environment
with the use of optical lenses. We define a cluster as a group
of MPCs having similar properties such as delays. Clusters
primarily stem from interacting objects (or scatterers) such

as obstructing cables, metallic shelves and doors in the data
center environment. We use the K-power means clustering
algorithm [31], [49] along with visual inspection [50]–[52]
to obtain a reasonable number of clusters. Relevant channel
statistics derived from the clustering model are discussed,
and model validation is presented.

1) Proposed Clustering Model

The proposed clustering model in this work is based on a
modified version of the widely-used Saleh-Valenzuela (S-V)
model [26]. The assumption of the S-V model for the PDP
is that MPCs arrive within several distinctly recognizable
clusters. The PDP of the S-V model in dB can be expressed
as [53],

PDP (τ) =
L∑
l=1

Kl∑
k=1

10 log10 β
2
11 −

P (Tl)︷ ︸︸ ︷
Tl
Γ

(10 log10 e)−

P (τkl)︷ ︸︸ ︷
τkl
γ

(10 log10 e)

 · δ(τ − Tl − τkl),
(4)

where L is the number of clusters, Kl is the number of rays
(MPCs) in the lth cluster, β2

11 is the local mean power of
the 1st ray (k = 1) in the 1st cluster (l = 1). Tl is the
time of arrival of the lth cluster, τkl is the delay of the kth

component relative to the time Tl, and δ(·) denotes the Dirac
delta function. Γ and γ are the cluster power and ray power
decay rates, respectively.

Contrary to the traditional S-V model’s assumption, we
have found that Γ could not precisely capture the attenuation
of the multipath clusters in the THz data center environment.
Therefore, we propose a modified clustering model with Γ
that is expressed into two sections as a function of delay,

Γ(τ) =

{
Γ1 , 0 < τ < τth,
Γ2 , τth ≤ τ < τMax,

(5)

where τth is a delay threshold value serving as a breakpoint
for Γ and can be selected based on the distribution of mul-
tipath clusters. Γ1 and Γ2 can be determined through linear
regression of cluster peak powers in dB and the associated
delays in nanoseconds. The ray power decay rate γ in each
cluster can be obtained by

γ(τ) = a · τ + b, (6)

where γ(τ) and its parameters a and b can be determined
through linear regression of intra-cluster powers in dB and
the associated delays in nanoseconds. The S-V model as-
sumes that the distributions of the cluster and ray arrival
times may be described by stochastic Poisson processes,
which implies that the distribution of inter-arrival time of
clusters (Tl − Tl−1) can be described by independent expo-
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nential probability density function (PDF) as follows

p(Tl|Tl−1) = Λ · e−Λ(Tl−Tl−1), l > 0, (7)

where Λ is the mean cluster arrival rate, and that the dis-
tribution of inter-arrival time of rays (τkl − τ(k−1)l) can be
expressed by the following PDF

p(τkl|τ(k−1)l) = λ · e−λ(τkl−τ(k−1)l), k > 0, (8)

where λ is the mean ray arrival rate. A schematic illustration
of the proposed S-V model introduced in (4)–(6) is shown in
Fig. 18.

FIGURE 18. Schematic illustration of the proposed clustering model introduced
in (4)–(6).

Figure 19 presents the normalized measured cluster power
with respect to excess delay (τ ), where the measured data
are collected from an ensemble of all the measured positions
from the OLoS, NLoS, and ONLoS scenarios as introduced
in Section II-B. The black circles in Fig. 19 represent the nor-
malized measured cluster peak powers from all the measured
positions, where the normalization is with respect to the first
arriving signal at each measured position. Solid red and dash-
dot blue lines represent the linear regression fits of cluster
peak powers with slopes (cluster power decay rates) of Γ1 = -
72.3 dB/ns and Γ2 = -0.58 dB/ns, respectively, where the two
regression lines intersect at an excess delay of τth = 0.7 ns.
Parameters a, b for the ray power decay coefficient in (6) have
been estimated as 5.48 dB/ns and -75.93 dB, respectively.
The average inter-arrival time of clusters (1/Λ) and rays
(1/λ) are estimated as 4.4 ns and 0.24 ns, respectively. In
an ensemble of measured positions, the number of clusters is
found to follow Poisson distribution with a mean of 3, while
the number of rays is found to follow Rayleigh distribution
with a mean of 4. For the ease of reference, parameters used
in the proposed clustering model are summarized in Table 3.

An example of the measured PDP from one of the mea-
sured positions in the OLoS scenario with cables serving
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FIGURE 19. Normalized measured cluster power (black circles) versus excess
delay (τ ) and the corresponding linear regression fits with slopes of Γ1 (red
solid line) and Γ2 (blue dot dash line).

TABLE 3. Clustering Model Parameters

Parameter Value 

τth (ns) 0.7 

Γ1 (dB/ns) -72.3 

Γ2 (dB/ns) -0.58 

a (dB/ns) 5.48 

b (dB) -75.93 

1/Λ (ns) 4.4 

1/λ (ns) 0.24 

Cluster No. 3 

Ray No. 4 

as obstruction is shown in Fig. 20. It is observed that four
clusters (highlighted by thick red lines) were clearly iden-
tified using the aforementioned approach. Note that the red
lines in Fig. 20 are for annotation, not the actual model.
Cluster 2 in Fig. 20 results from the reflections between the
Tx lens and the Tx horn and between the Rx lens and the Rx
horn. Clusters 3 and 4 consist of the scattered and reflected
waves from the Tx/Rx cables. To be more specific, the peak
power of cluster 3 is located at excess delay, τ = 11.8 ns,
corresponding to an additional delay path of 354 cm that
is twice the distance from the Tx horn to the Rx horn plus
twice the distance between the Tx cable and the Tx lens and
between the Rx cable and the Rx lens (the Tx/Rx cables are
positioned at 8–10 cm in front of the Tx/Rx lenses). Within
cluster 3, the peak power is followed by several MPCs that
are 0.56 ns and 1.04 ns away. These MPCs are the results of
the single-bounced and double-bounced reflections between
the Tx/Rx cables and the Tx/Rx lenses, since the delays of
0.56 ns and 1.04 ns are two times and four times of the
distance between the Tx/Rx cables and the Tx/Rx lenses,
respectively. The peak power of cluster 4 is located at τ =
16.4 ns, corresponding to an additional delay path of 492 cm
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FIGURE 20. Measured PDP and the identified clusters in the OLoS link with
cables serving as obstruction.

that is twice the distance between the Tx cables and Rx cables
plus twice the distance between the Tx cable and the Tx lens
and between the Rx cable and the Rx lens. Within cluster 4,
the peak power is followed by several MPCs that are 0.64
ns and 1.2 ns away. Similar to the observation in cluster 3,
these MPCs are the results of the single-bounced and double-
bounced reflections between the Tx/Rx cables and the Tx/Rx
lenses, since the delays of 0.64 ns and 1.2 ns are two times
and four times of the distance between the Tx/Rx cables
and the Tx/Rx lenses, respectively. In contrast to cluster 3,
the MPCs in cluster 4 decay at a slower rate due to longer
propagation path. Note that for all the measured PDPs, the
excess delay (τ ) of the first arriving MPC is normalized to
0 ns. Noise filtering was performed on PDPs by setting a
threshold level of 8 dB above the noise floor as shown in
Fig. 20. PDP values below this threshold are considered as
noise and equaled to zero.

2) Pathloss and Shadowing
In this section, we analyze the pathloss and the shadowing
gain using an ensemble of all measured positions from the
OLoS, NLoS, and ONLoS scenarios. We found that the
logarithmic equivalent of the pathloss can be modeled as
Gaussian distribution, with mean value (µ (dB)) of 75.33 dB
and a standard deviation (σ) of 10.71 dB, which corresponds
to the bulk shadowing gain. The cumulative distribution
function (CDF) of the aforementioned pathloss is presented
in Fig. 21.

3) Clustering Statistics
This section analyzes the statistics of the clustering model
derived in Section III-B1, such as cluster shadowing, distri-
butions of the number of clusters and rays, and correlation
coefficient matrix of relevant channel parameters.

The cluster shadowing gain is defined as the difference
between the measured cluster power and the expected value
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FIGURE 21. CDF of the mean pathloss measured from all the measured
positions in the OLoS, NLoS, and ONLoS links.

that is estimated from the cluster power decay constant
(Γ(τ) in (5)). The cluster shadowing gain in our analysis
is modeled to be log-normally distributed, where its value
in dB approximates a zero-mean Gaussian distribution with
σ = 7.95 dB. The PDF of the cluster shadowing gain derived
from the clustering model is shown in Fig. 22. The fitness
of the distribution with respect to the measured data has
been quantified by a maximum deviation value metric [54],
Dv = Max|Fmeasurement(x) − Ftest(x)|, where Fmeasurement(x)
and Ftest(x) are the CDFs of the measured cluster shadowing
gain and the tested distributions, respectively. Several typ-
ical theoretical distributions such as log-normal, Rayleigh,
exponential, Nakagami, normal, Rician, and Weibull have
been tested, and the results are shown in the second column
in Table 4. The log-normal distribution is found to have
the smallest Dv of 0.057 among all the tested distributions,
which is small according to [55] and thus confirms a good fit.
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FIGURE 22. PDF of the cluster shadowing gain (Xσ) derived from the cluster-
ing model.
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TABLE 4. Maximum Deviation (Dv) Values Between the Cluster Shadowing
Gain/Number of Rays and Distribution Fits

Distribution 
Dv 

Cluster 
Shadowing 

Number of 
Ray 

Rayleigh 0.720 0.177 
Log-normal 0.057 0.184 
Exponential 0.347 0.201 
Nakagami 0.261 0.220 

Normal 0.326 0.231 
Rician 0.717 0.190 

Weibull 0.062 0.193 

Our empirical results of PDPs measured from all the
measured positions show that the number of clusters Ncluster
can be modeled asNcluster = Nmin+X , whereNmin = 1 is the
minimum number of clusters, and X is a Poisson distributed
random variable with an average rate (λ) of 1.64. As a result,
the mean of Ncluster is 2.64, which explains why 3 clusters
are used in the proposed model, as summarized in the ninth
row in Table 3. The CDF of the number of clusters from
all the measured positions is presented in Fig. 23 to confirm
the Poisson distribution. On the other hand, the number of
rays within clusters can be modeled as Rayleigh distributed
random variable with a mean value of 4.41, which explains
why 4 rays are used in the proposed model, as summarized in
the last row in Table 3. The mean value (µ) of the number of
rays within clusters is estimated from the scale factor (σR)
of the Rayleigh distribution [56], where µ = σR

√
π/2.

The CDF of the number of rays within clusters from all
measured positions is presented in Fig. 24 and is modeled
to be Rayleigh distributed. Several typical theoretical dis-
tributions have been tested, and the results are shown in
the third column in Table 4. The Rayleigh distribution is
observed to have the smallest Dv of 0.177 among all the
tested distributions.
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FIGURE 23. CDF of the number of clusters derived from the clustering model.

A correlation coefficient matrix of parameters such as
cluster power, cluster shadowing, τm, and τrms, is shown in
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FIGURE 24. CDF of the number of rays derived from the clustering model.

Fig. 25. It can be observed that there are high correlations
between cluster power and cluster shadowing, and between
τm and τrms, respectively.

Cluster
pwr

Cluster
shad τm τrms

Cluster
pwr 1 0.9989 -0.17 -0.197

Cluster
shad 0.9989 1 -0.166 -0.193

τm -0.17 -0.166 1 0.9451

τrms -0.197 -0.193 0.9451 1

FIGURE 25. Correlation coefficient matrix of parameters derived from the
clustering model: cluster power, cluster shadowing, τm, and τrms.

4) Model Validation
The proposed clustering model is validated by comparing
the distributions of the τrms derived from our model to
that obtained from the measured data. The τrms is chosen
because it is a standard criterion for validation of clustering
models, and has been used in various publications such as
[27], [28], [36]. To derive the τrms from the proposed model,
we first synthesize the PDP using the parameters presented
in Table 3, then estimate the τrms from the synthesized PDP
using (2). Two examples of the measured (red solid line)
and synthesized/modeled (black dash line) PDPs in the OLoS
links with cables serving as obstruction with different Tx/Rx
(horizontal) positions have been presented in Figs. 26 (a) and
(b). It can be observed that the modeled PDPs have a good
agreement with the measurements and that the dominant
MPCs above the threshold are clearly captured by the model.

Figure 27 presents the CDF of the modeled τrms and the
measured τrms obtained from all the measured positions. Vi-
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FIGURE 26. Comparison of the measured (red solid line) and modeled (black
dash line) PDPs in the OLoS link with cables serving as obstruction, where (a)
and (b) present the results from two different Tx/Rx (horizontal) positions.

sually, we have observed that the distribution of the modeled
τrms is in good agreement with the measured data, where the
µ and σ are estimated as -95.06 dB and 3.17 dB, respectively.
In addition to the visual inspection, a maximum deviation
value metric [54], Dv = Max|Fmodel(x) − Fmeasurement(x)|,
where Fmodel(x) and Fmeasurement(x) are the distributions ob-
tained from the model and measurements, respectively, is
used to quantify the fitness of the model with respect to
the measured data. The value of Dv is estimated as 0.153,
which is small according to [55] and thus confirms a good
fit. Please note that the statistics of the clustering model are
derived from the number of measurement points collected
in this measurement campaign. To acquire a more gener-
alized statistical characterization of the clustering model,
complementary measurements in other data centers with
multiple Tx/Rx positions would be required to validate how
much the model parameters change from data center to data
center. This is, however, a challenge often encountered in
channel modeling, especially for a data center environment,
where special permission is required to access the facility
since data centers hold sensitive or proprietary information.

Nonetheless, the measurement designs and results provided
in this paper are the starting point for realistic performance
evaluations and designs of THz communication systems in a
data center environment.
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FIGURE 27. CDF of the measured and modeled τrms obtained from all the
measured positions in the OLoS, NLoS, and ONLoS links.

IV. CONCLUSION
A THz channel measurement campaign conducted in a data
center environment and its corresponding results have been
presented. Various propagation scenarios such as LoS, NLoS,
OLoS, and ONLoS links have been studied. Channel prop-
erties such as pathloss, PDP, and delay spread have been
analyzed. We found that optical lenses can provide addi-
tional gain of 29.3 dB in the LoS link at d = 175 cm,
and 12.6 dB in the NLoS link at a path length of 282 cm,
respectively. We also found that cables and mesh structure
can cause additional attenuation of about 20 dB and 6 dB,
respectively. Existing objects in data centers, e.g., server-rack
frames/pillars, serve as ideal reflectors for the NLoS type of
link. Furthermore, the Tx/Rx misalignment tolerance range is
found to approximate the diameter of the lens, and the impact
of cooling airflow on THz propagation can be overlooked.
Finally, a cluster-based propagation model for THz propa-
gation in a data center environment has been proposed and
validated with measured data, where the average numbers of
clusters and rays are estimated as 3 and 4, respectively, and
the average inter-arrival time of clusters (1/Λ) and rays (1/λ)
are estimated as 4.4 ns and 0.24 ns, respectively.
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