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1 Abstract
Abstract 1. Landmark-based geometric morphometrics has emerged as an essential dis-
cipline for the quantitative analysis of size and shape in ecology and evolution. With the
ever-increasing density of digitized landmarks, the possible development of a fully auto-
mated method of landmark placement has attracted considerable attention.Despite the
recent progress in image registration techniques, which could provide a pathway to au-
tomation, three-dimensional (3D) morphometric data are still mainly gathered by trained
experts. For the most part, the large infrastructure requirements necessary to perform
image-based registration, together with its system specificity and its overall speed, have
prevented its wide dissemination.2. Here, we propose and implement a general and
lightweight point cloud-based approach to automatically collect high-dimensional land-
mark data in 3D surfaces(Automated Landmarking through Point cloud Alignment and
Correspondence Analysis). Our framework possesses several advantages compared with
image-based approaches. First, it presents comparable landmarking accuracy, despite re-
lying on a single, random reference specimen and much sparser sampling of thestructure’s
surface. Second, it can be efficiently run on consumer-grade personal computers. Finally,
it is general and can be applied at the intraspecific level to any biological structure of inter-
est, regardless of whether anatomical atlases are available.3. Our validation procedures
indicate that the method can recover intraspecific pat-terns of morphological variation
that are largely comparable to those obtained bymanual digitization, indicating that the
use of an automated landmarking approach should not result in different conclusions re-
garding the nature of multivariate pat-terns of morphological variation.4. The proposed
point cloud-based approach has the potential to increase the scaleand reproducibility of
morphometrics research. To allow ALPACA to be used out-of-the- box by users with no
prior programming experience, we implemented itas a SlicerMorph module. SlicerMorph
is an extension that enables geometric morphometrics data collection and 3D specimen
analysis within the open-source3D Slicer biomedical visualization ecosystem. We expect
that convenient access to this platform will make ALPACA broadly applicable within
ecology and evolution.

Summary This paper details a tool called ALPACA for Point Cloud-based automated
landmarking of 3D morphometric data. The ALPACA process begins with selecting a
representative sample of the data. This representative target sample is landmarked, and
is then used as the source to project landmark points on to each of the other samples in
the set. Each sample is downsampled, resized, and then distorted to match the target
as closely as possible, the landmarks from this distorted sample are then projected back
on to the original shape, resulting in landmarks which match those made on the target
sample. The authors note that this process is very sensitive to the choice of target sample,
and so it is recommended to compare the results of ALPACA using different choices of
the target sample.



Citation Porto, A., Rolfe, S., Maga, A. M. (2021). ALPACA: A fast and accu-
rate computer vision approach for automated landmarking of three-dimensional biological
structures. Methods in Ecology and Evolution, 12, 2129–2144. https://doi.org/10.1111/2041-
210X.13689

2 Scripts and Code Blocks
Unfortunately I do not yet have access to the Github Organization, so I do not have any
code for this week.

3 Documentation
https://www.morphosource.org/projects/0000C1059?locale=enpage=11sort=publication_status_ssi+desc
List of available MicroCT Datasets of anolis lizards that will be used for this project.
When infrastructure for data storage is ready I will prepare documentation detailing the
downloading and storage process.

https://slicermorph.github.io/ Documentation for SlicerMorph, an extension of the
3D slicer tool commonly used by Biologists.

4 Script Validation (Optional)
There are no scripts to validate this week.

5 Results Visualization
There are no results visualizations this week.

6 Proof of Work
For this week, my work has been signing up for the course and reviewing the ALPACA
paper. I believe the ALPACA tool will be the backbone of the automated landmarking
pipeline, so an understanding of how the tool works is very important going forward.

7 Next Week’s Proposal
• Attend First group meetings for Lizard CV project.

• Prepare data storage for lizard CT scans

• Download all data for the project

• Clarify project deliverables with Bri and/or Prof. Stroud



Week 1 Document Submission 

Jacob Dallaire 

August 22, 2024 

1. Paper 
Kumar, N. et al. (2012). Leafsnap: A Computer Vision System for Automatic Plant 
Species Identification. In: Fitzgibbon, A., Lazebnik, S., Perona, P., Sato, Y., Schmid, C. 
(eds) Computer Vision – ECCV 2012. ECCV 2012. Lecture Notes in Computer Science, 
vol 7573. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-33709-3_36 
SUMMARY 
This paper introduces a mobile app called Leafsnap that can identify tree species by 
analyzing photographs of their leaves using computer vision technology. The app has 
achieved high performance and has nearly a million users. 
 

2. Scripts 
No scripts have been written yet as Project description was just given. 
 

3. Documentation 
This week I focused on registration and starting a role as meeting manager for Lizard CV 
group. 
I have created a weekly meeting for the group. 
I have been looking into the iNaturalist API documentation and gathering the ID codes 
for taxa as well as Thawly and Stroud users. 
 

4. Results Vizualization 
Using the iNaturalist API to fetch IDs 
Taxa IDs 
Anolis sagrei 116461 
Anolis carolinensis 36514 
Anolis cristatellus 36488 
Anolis equestris 36391 
Anolis distichus 36455 
User IDs 
cthawley 139486 
james_stroud_lizardsontheloose 3721 
 
API call to get list of user’s identifications 
https://api.inaturalist.org/v1/identifications?user_id=139486&current=true&taxon_id=11
6461&order=desc&order_by=created_at&only_id=false 
 

5. Next Weeks Proposal 
I will write a script to parse out all the observation IDs associated with the identifications 
made. Using this list of IDs I can serialize curl commands to download all images. 



Preferably I would like to find a way to bulk download these for the iNaturalist AWS 
Open Dataset. With the images downloaded I can create some utility functions to 
preprocess the images and prepare them to be used as training data to create a new model. 
 
I am awaiting access to the HAAG repositories. 



Week 1 report on Aug 24, 2024 
Ruiqing Wang  

Abstracts: 
Using DeepLabCut for 3D markerless pose estimation across species and behaviors 
https://www.nature.com/articles/s41593-018-0209-y 
Abstract: Noninvasive behavioral tracking of animals during experiments is critical to 
many scientific pursuits. Extracting the poses of animals without using markers is often 
essential to measuring behavioral effects in biomechanics, genetics, ethology, and 
neuroscience. However, extracting detailed poses without markers in dynamically 
changing backgrounds has been challenging. We recently introduced an open-source 
toolbox called DeepLabCut that builds on a state-of-the-art human pose-estimation 
algorithm to allow a user to train a deep neural network with limited training data to 
precisely track user-defined features that match human labeling accuracy. Here, we 
provide an updated toolbox, developed as a Python package, that includes new 
features such as graphical user interfaces (GUIs), performance improvements, and 
active-learning-based network refinement. We provide a step-by-step procedure for 
using DeepLabCut that guides the user in creating a tailored, reusable analysis pipeline 
with a graphical processing unit (GPU) in 1–12 h (depending on frame size). 
Additionally, we provide Docker environments and Jupyter Notebooks that can be run 
on cloud resources such as Google Colaboratory. 
 
Summary: The text describes a method for markerless pose estimation using deep 
neural networks, specifically focusing on the feature detector architecture from 
DeeperCut. By leveraging transfer learning with pretraining on ImageNet, the network 
can achieve high accuracy in pose estimation tasks with minimal training data, around 
200 images. The also the mark with human labeled and computer labeled , and most of 
them fit very well. This approach allows for the localization of various body parts in 
different experimental settings, as demonstrated by tracking body parts in mice and fruit 
flies during specific tasks.  
 
Scripts and Code Blocks 
This week my job is to get familiar with computing on PACE. To submit a job on PACE, I made  
sample code that could be submitted. I also create another simple C++ code to test my 
processor using MPI library. Since I haven’t been added to repo, I used my own repo to get 
familiar with project and vision control. My code could be reached here: 
https://github.com/RuiqingW20/HAAG_Research- 
 
  

https://www.nature.com/articles/s41593-018-0209-y
https://github.com/RuiqingW20/HAAG_Research-


Flowchart:  

 
 

 
 



Data: cpu_test.cpp 
• id: Thread-specific ID. 
• nthreads: Number of threads in the parallel region. 
• Output messages are printed to the console. 

Important Code Blocks: 
• Parallel Region: Initializes and uses thread-specific data. 
• Barrier: Synchronizes threads at a specific point. 
• Condition Check: Outputs the number of threads from the master thread. 

Data: gpu_test.py: 
• Checks for GPU availability.  
• Generates large random matrices directly on the GPU.  
• Conducts a matrix multiplication operation, a common task in machine learning and 

scientific computing.  
• Measures and reports the time taken for this operation. 

Important Code Blocks:  
• GPU Availability Check Ensuring that the computation runs on a GPU and verifying the 

device. 
• Matrix Creation and Multiplication (on GPU): Matrix multiplication is a common operation 

that can significantly benefit from GPU acceleration, making it a good test for checking 
GPU functionality. 

• Timing: Accurately measuring how long the operation takes on the GPU gives insight 
into performance. 

 
Documentation:  
This C++ program demonstrates basic parallel programming using OpenMP. It prints a message 
from each thread in a parallel region and then displays the total number of threads from the 
master thread. 
The gpu test program is designed to verify the availability and performance of a GPU using 
TensorFlow. It performs matrix multiplication on the GPU and measures the time taken for the 
computation. 
 
Results Visualization: 
My current account is still pending. Once I could have account access to PACE, I will attach my 
result here.  
 
Proof of Work: 



 
Here is my main code:  

 



 

 
Next Week’s Proposal: 

• Get my own account on PACE 
• Start small practice project on PACE 
• Get familiar with DLC model  
• Connect with PI and Bree to check the tasks  
• Set up environment for DLC model  






