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1. Paper 
Hosna, A., Merry, E., Gyalmo, J. et al. Transfer learning: a friendly introduction. J Big 

Data 9, 102 (2022). https://doi.org/10.1186/s40537-022-00652-w 

SUMMARY 

The introduction of the paper on Transfer Learning (TL) highlights the challenges of data 

scarcity and the inefficiencies of traditional machine learning (ML) approaches, which 

often treat tasks in isolation. TL addresses these issues by enabling the transfer of 

knowledge from a source task to a target task, thereby enhancing learning efficiency and 

performance, particularly when target training data is limited. The authors emphasize that 

TL not only facilitates faster and more effective solutions but also raises important 

considerations regarding the compatibility of source and target tasks, as well as the 

potential for negative transfer when the tasks are misaligned. 

2. Scripts 
A script created to process and resize all images to 256x256 size to speed up training. 

def resize(): 

    for subdir, dirs, images in os.walk(folder_path): 

        for img in images: 

            if img.endswith('.jpg'): 

                im = cv2.imread(os.path.join(subdir,img)) 

                if im is not None and im.shape != (256,256): 

                    im = cv2.resize(im,(256, 256)) 

                    cv2.imwrite(os.path.join(subdir,img),im) 

Updated download script to run in parallel using multithreading. 

 

3. Documentation 
Spent much of my time studying transfer learning so I can try to adapt pre-trained models 

to the task rather than create an entirely new model. Looking into which pretrained 

models best fit the use case. Examples of models are ResNet101, MobileNetV2, and 

Xception. 

4. Next Weeks Proposal 

Implementation of the transfer learning method. Depending on time it takes compare 
multiple models to select the best base case to further tune. 

https://doi.org/10.1186/s40537-022-00652-w


Weekly Report

Philip Woolley

2024-09-13

Time Log Reponse:

• What Progress did you make in the last week? - Created proposal for pipeline pro-
cess, presented to Dr. Stroud and during weekly meeting. Resliced 10 cases, per-
formed full segmentation on 1. Literature review of instance segementation methods
for teeth and bones.

• What are you planning on working on next? - Continue segmenting training data.
Choose model architecture for segmentation task

• Is there anything blocking you? - None at this time



1 Abstract
Abstract

Purpose. To present SPINEPS, an open-source deep learning approach for semantic
and instance segmentation of 14 spinal structures (ten vertebra substructures, interverte-
bral discs, spinal cord, spinal canal, and sacrum) in whole body T2w MRI.

Methods. During this HIPPA-compliant, retrospective study, we utilized the public
SPIDER dataset (218 subjects, 63% female) and a subset of the German National Co-
hort (1423 subjects, mean age 53, 49% female) for training and evaluation. We combined
CT and T2w segmentations to train models that segment 14 spinal structures in T2w
sagittal scans both semantically and instance-wise. Performance evaluation metrics in-
cluded Dice similarity coefficient, average symmetrical surface distance, panoptic quality,
segmentation quality, and recognition quality. Statistical significance was assessed using
the Wilcoxon signed-rank test. An in-house dataset was used to qualitatively evaluate
out of-distribution samples.

Results. On the public dataset, our approach out performed the baseline (instance-
wise vertebra dice score 0.929 vs. 0.907, p-value< 0.001). Training on auto generated
annotations and evaluating on manually corrected test data from the GNC yielded global
dice scores of 0.900 for vertebrae, 0.960 for intervertebral discs, and 0.947 for the spinal
canal. Incorporating the SPIDER dataset during training increased these scores to 0.920,
0.967, 0.958, respectively.

Conclusions. The proposed segmentation approach offers robust segmentation of 14
spinal structures in T2w sagittal images, including the spinal cord, spinal canal, inter-
vertebral discs, endplate, sacrum, and vertebrae. The approach yields both a semantic
and instance mask as out put, thus being easy to utilize. This marks the first publicly
available algorithm1 for whole spine segmentation in sagittal T2w MR imaging.

Summary This paper proposes a multi stage automatic segmentation pipeline for
vertebrae from sagittal spine scans. I believe that the authors do a good job of describ-
ing the steps of their pipeline, as well as how their preprocessing steps improve model
performance over the baseline model. The authors use a two step approach of seman-
tic segmentation followed by instance segmentation, which is an approach that I could
potentially follow for tooth segmentation in my pipeline.

Citation
Möller, Hendrik, et al. "SPINEPS–Automatic Whole Spine Segmentation of T2-

weighted MR images using a Two-Phase Approach to Multi-class Semantic and Instance
Segmentation." arXiv preprint arXiv:2402.16368 (2024).

2 Scripts and Code Blocks
This week, I focused on data preparation using 3D slicer, there are no new scripts.

3 Documentation
https://www.morphosource.org/projects/0000C1059?locale=enpage=11sort=publication_status_ssi+desc
List of available MicroCT Datasets of anolis lizards that will be used for this project.
When infrastructure for data storage is ready I will prepare documentation detailing the
downloading and storage process.

https://slicermorph.github.io/ Documentation for SlicerMorph, an extension of the
3D slicer tool commonly used by Biologists. This is used for loading stacks of .tiff images



as a volume in 3d slicer.
https://github.com/jmhuie/SlicerBiomech Documentation for the Dental Dynamics

module, which is a 3D slicer extension for calculating tooth stress from jaw segmentations.
the outputs from my segmentation pipeline will need to be compatible with this module
for analysis.

4 Script Validation (Optional)
There are no scripts to validate this week.

5 Results Visualization
Here is a slide breaking down the proposed pipeline steps for automatic jaw segmentation

6 Proof of Work
See image shown above as well as below example of reslicing head scan for better jaw
visualization.



7 Next Week’s Proposal
• Continue segmenting training data for ML instance segmentation model

• Investigate 2d vs 3d segmentation architectures

• Keep up with any required blog posts for webmaster role



Week4 report 
 

Ruiqing Wang | Lizard CV team  
 

Time slot response:  

§ What progress did you make in the last week? 

1. Set up projects environment on Google Colab and DLC GUI on my local computer  

2. Creat projects and extract video frames from videos from Dr. Stroud  

3. Label Frames and create training dataset using DLC  

4.  Review papers on DeepLabCut 

5. Help assembling paper report submissions and address submission situation.  

§ What are you planning on working on next? 

1. Met with Dr. Stroud and discuss about further methods and recources   

2. Diving deeper on videos labeling and data training   

3. Check my PACE allocation and evaluate performance   

§ Is anything blocking you from getting work done? 

Preparations and power outage from hurricane  
  



Abstract  
  Paper: Phenotypic analysis of ataxia in spinocerebellar ataxia type 6 mice using DeepLabCut 

 
Summary:  
The study highlights the advantages of utilizing DeepLabCut (DLC) and R, open-source software tools, 
to automate and enhance the analysis of motor behavior in spinocerebellar ataxia type 6 mouse models. 
By employing DLC for markerless pose estimation and developing customized analysis scripts in R, 
researchers were able to track and analyze various body parts during the beamwalk test, revealing 
specific ataxic abnormalities such as increased hindpaw slips and altered body positions in the ataxic 
mouse models compared to controls. This detailed analysis provided insights into motor deficits 
associated with spinocerebellar ataxia type 6, showcasing the potential of combining software 
automation with experimental data for in-depth phenotypic characterization.  
 
By distinguishing minor and major slips during the beamwalk test in mice, the study successfully 
validates and characterizes ataxic phenotypes, demonstrating the potential for precise and reliable 
analysis in comparative studies of mouse models. 
 
Methodology: In the study, DeepLabCut (DLC) version 2.2.1 was utilized to train a neural network for 
tracking multiple body parts and positions of mice along a beam. The network was trained using 1105 
frames from 45 videos representing diverse groups, with 95% of the frames used for training. The 
trained network, based on ResNet-50 architecture, achieved a test error of 2.77 pixels and a train error of 
6.11 pixels, and was capable of tracking various body parts such as the eyes, nose, paws, and tail of the 
mice. 
 

  



Scripts and Code Blocks  
 
This week I am mainly focused on video frame extraction and labeling, I created certain code which 
implemented about it, and it looked like week report #3.  
 

 
 
However, the colab don’t support GUI labeling and I have to move this step to my local computer.  
 
Documentation 
 
The general route for creating project and data training is as below pipeline:  

 
Figure 1: DeepLabCut project pipeline part  

 
 



The DeepLabCut project creation workflow encompasses three primary phases: project initialization, 
frame extraction, and data annotation. Project setup involves defining parameters and incorporating video 
sources. Frame extraction utilizes K-means clustering to select diverse, representative frames. 
Subsequently, the graphical user interface facilitates precise labeling of anatomical landmarks or features 
of interest, establishing the ground truth for model training. 

For frames labeling, it is better set up in GUI selection, here is one example:  

 

 

Figure 2: frames label of lizard video example (up) and zoomed in lizard labels snapshot 

 
 



 
Since the labeling part only involves GUI labeling, it is better to create manually. The body part has 
been set as head, spine1, spine2 and tail. The labeling output format is exported as a csv file with X and 
Y coordinates shown:  

 
The above file has been uploaded to my github site: https://github.com/RuiqingW20/HAAG_Research- 
 

Results Visualization  
 
The labeled X and Y coordinates has been visualized below:  

 
Figure 3: movements visualization  

 
Since the example data is on one track, the Y has almost linear relationship with Y when the lizard move 
up on the track, which fit the actual movements 
 
Proof of Work:  
 
Please check my github site: https://github.com/RuiqingW20/HAAG_Research- 
Below is my local file directory for project set-up: 

https://github.com/RuiqingW20/HAAG_Research-
https://github.com/RuiqingW20/HAAG_Research-


 
 

Next Week’s Proposal 
 

1. Meet with Dr. Stroud and discuss about further methods and recourses   
2. Diving deeper on videos labeling and data training  models 
3. Check my PACE allocation and evaluate performance   

 








