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Time Log Reponse:

• Finished final project report and pushed code to repository

• N/A

•



1 Abstract
Abstract Point cloud registration from laser scanning data is a technique to establish
the mapping relationship between source and target point clouds, which has been widely
used in automatic 3D reconstruction, pose estimation, localization, and navigation. While
algorithms like Super4PCS and MSSF-4PCS can achieve registration without initial poses,
they are relatively slow, less accurate, and require iterations. To address these issues,
we propose a 3D point cloud registration algorithm based on interval segmentation and
multi-dimensional feature. Firstly, the source and target point clouds are segmented
internally and the point cloud curvature is designed to narrow down the search range for
the registration between the segmented point clouds. Secondly, the corresponding four-
point sets in the segmented areas of the source and target point clouds are determined
using affine invariance constraints. Finally, a multi-dimensional feature vector based
on curvature features and fast point feature histogram is established to determine the
unique corresponding four-point set pairs, and the rigid body transformation matrix is
solved accordingly. Our algorithm is tested on publicly available 3D point cloud data
models Bunny, Dino, Dragon, and Horse from Stanford University. Results showed that
our algorithm improved registration accuracy by 24.39% and registration efficiency by
46.21% compared to the MSSF-4PCS point cloud registration algorithm. Multiple sets
of experimental results confirmed the effectiveness of our algorithm. The proposed 3D
point cloud registration is proved to be fast with high accuracy, which can be utilized for
automatic segmentation, reconstruction, and modelling from Laser Scanning Data.

Summary This paper describes 3D point cloud registration for models created using
laser scanning. I chose to review this paper to see the data presentations they use, as I
am looking for clear, concise ways to display the results of the registration portion of my
3D pipeline. I think the primary step-by-step model visualization the authors provide is
very clear, and is similar to how I intend to present my process. The authors methods are
meant for full model-to-model matching, and so are not particularly useful for my project.
The authors present full algorithm pseudocode, which can be useful but would bog down
my report. They also present a graph of RMSE vs hyperparameter values, which is an
interesting idea I had not thought of.

Citation A. Xu, L. Rao, G. Fan and N. Chen, "Fast and High Accuracy 3D Point
Cloud Registration for Automatic Reconstruction From Laser Scanning Data," in IEEE
Access, vol. 11, pp. 42497-42509, 2023, doi: 10.1109/ACCESS.2023.3270502. key-
words: Point cloud compression;Three-dimensional displays;Feature extraction;Real-time
systems;Approximation algorithms;Matrix converters;Histograms;Point cloud registration;point
cloud curvature;affine invariance;multi-dimensional features,

2 Scripts and Code Blocks
This week I worked only on documentation, so there are not code blocks.



3 Documentation

4 Script Validation (Optional)

5 Results Visualization

6 Proof of Work
Please see repotitory

7 Next Week’s Proposal
• N/A



Week16 report 
 

Ruiqing Wang | CiChild CV team  

§ What progress did you make in the last week? 

1. Meet with Bree and Finish report writing for DLC on lizard report  

2. Commit to github repo and update my scripts  

3. Finish final presentation on DeepLabCut  

4. Attend Cichild group meeting with current work   

5. Help assembling paper report submissions and address submission situation.  

§ What are you planning on working on next? 

1. Finish up project deliverables 

2. Meet with Cichild CV team to discuss current progress  

§ Is anything blocking you from getting work done? 

N/A  



Paper abstract  
Paper: JRDB-Pose: A Large-scale Dataset for Multi-Person Pose Estimation and Tracking 
https://openaccess.thecvf.com/content/CVPR2023/html/Vendrow_JRDB-Pose_A_Large-
Scale_Dataset_for_Multi-Person_Pose_Estimation_and_Tracking_CVPR_2023_paper.html 
 
Abstract: Autonomous robotic systems operating in human environments necessitate a 
sophisticated understanding of their surroundings to ensure accurate and safe decision-making, 
particularly in scenarios involving close human-robot interactions and navigation through 
crowded spaces. The JRDB-Pose dataset addresses the limitations of existing datasets by 
providing comprehensive pose annotations and tracking IDs across diverse, challenging scenes, 
thereby facilitating the development and evaluation of multi-person pose estimation and tracking 
algorithms. This dataset is particularly valuable as it captures the complexities of human motion 
dynamics and occlusions, which are critical for advancing robotic perception in social navigation 
contexts. 
 
Methodology:  
The JRDB-pose dataset includes 600,000 pose annotations and head box annotations, each linked 
to unique tracking IDs and detailed occlusion labels, facilitating the study of human motion in 
crowded settings. The dataset's integration with JRDB and JRDB-Act enhances its utility for 
robotic navigation tasks, while the introduction of new evaluation metrics, OSPA-Pose and 
OSPA(2)-Pose, allows for a more nuanced assessment of state-of-the-art methods in pose 
estimation and tracking. The JRDB-Pose dataset is constructed from 64 minutes of video data 
sourced from the JRDB dataset, encompassing 54 sequences recorded in diverse indoor and 
outdoor university campus settings. It features 57,687 annotated panoramic frames, with a total 
of 636,000 pose instances and 11 million labeled keypoints, including 17 specific anatomical 
keypoints per pose, all of which are assigned consistent tracking IDs that maintain integrity even 
during occlusions. The annotation process involved manual labeling based on predefined 
bounding boxes, ensuring high-quality and temporally consistent data, which is crucial for 
advancing multi-person detection, pose estimation, and activity recognition research. 
 
  

https://openaccess.thecvf.com/content/CVPR2023/html/Vendrow_JRDB-Pose_A_Large-Scale_Dataset_for_Multi-Person_Pose_Estimation_and_Tracking_CVPR_2023_paper.html
https://openaccess.thecvf.com/content/CVPR2023/html/Vendrow_JRDB-Pose_A_Large-Scale_Dataset_for_Multi-Person_Pose_Estimation_and_Tracking_CVPR_2023_paper.html


 
Scripts and Code Blocks  
 
This week I mainly working on writing up current report and so some finish-up analysis. 
Uploaded the running scripts for DLC: 

 
 
Documentation 
 
Regarding the final presentation, please check the website link.  
For final lizard report, here is the link:  
https://gtvault-
my.sharepoint.com/:w:/g/personal/bshi42_gatech_edu/EYzZJ44yBrdOg1_6B6p4c-
oBMG_zc3qVlx-UIuxUH3TWfw?e=5knKdp 
 
 
Results Visualization and Code Validation 
 
Assembled all current work regarding deeplabcut and SLEAP, discuss the potential work on next 
spring. For Github link, here is: https://github.com/Human-Augment-Analytics/Lizard-Pose-
Estimation-and-Evaluation 
 
 
Proof of Work and code validation 
N/A 
 
Next Week’s Proposal 

1. Finish up writing  
2. Meet with Cichild CV team to discuss current progress  

https://gtvault-my.sharepoint.com/:w:/g/personal/bshi42_gatech_edu/EYzZJ44yBrdOg1_6B6p4c-oBMG_zc3qVlx-UIuxUH3TWfw?e=5knKdp
https://gtvault-my.sharepoint.com/:w:/g/personal/bshi42_gatech_edu/EYzZJ44yBrdOg1_6B6p4c-oBMG_zc3qVlx-UIuxUH3TWfw?e=5knKdp
https://gtvault-my.sharepoint.com/:w:/g/personal/bshi42_gatech_edu/EYzZJ44yBrdOg1_6B6p4c-oBMG_zc3qVlx-UIuxUH3TWfw?e=5knKdp
https://github.com/Human-Augment-Analytics/Lizard-Pose-Estimation-and-Evaluation
https://github.com/Human-Augment-Analytics/Lizard-Pose-Estimation-and-Evaluation









