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1 Time Log 

1.1 What did you do this week? 

1. Registered for CS8903 Special Problems Module 

2. Organized bi-weekly meetings with computational advisor  

3. Reviewed Dr Stroud’s meeting with computational advisors 

4. Conducted Literature Review on classification model and solutions to 
tackle imbalanced dataset 

5. Drafted project scope on the Methods document based on the information 
above 

6. Accessed and forked GitHub repository of the previous Lizard 
Classification Project 

1.2 What are you going to do next week? 

• Download Anole Species dataset from iNaturalist  

• Iterate on Methods document if needed  

• Continue conducting literature review on classification model and class 
imbalance  

 

2 Abstracts 
 
Y. Cui, M. Jia, T. -Y. Lin, Y. Song and S. Belongie, "Class-Balanced Loss Based on 
Effective Number of Samples," 2019 IEEE/CVF Conference on Computer Vision and Pattern 
Recognition (CVPR), Long Beach, CA, USA, 2019, pp. 9260-9269, doi: 
10.1109/CVPR.2019.00949
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With the rapid increase of large-scale, real-world datasets, it becomes 
critical to address the problem of long-tailed data distribution (i.e., a few 
classes account for most of the data, while most classes are under-
represented). Existing solutions typically adopt class re-balancing strategies 
such as re-sampling and re-weighting based on the number of observations for 
each class. In this work, we argue that as the number of samples increases, 
the additional benefit of a newly added data point will diminish. We introduce 
a novel theoretical framework to measure data overlap by associating with each 
sample a small neighboring region rather than a single point. The effective 
number of samples is defined as the volume of samples and can be calculated by 
a simple formula (1−βn)/(1−β), where n is the number of samples and β ∈ 
[0, 1) is a hyperparameter. We design a re-weighting scheme that uses the 
effective number of samples for each class to re-balance the loss, thereby 
yielding a class-balanced loss. Comprehensive experiments are conducted on 
artificially induced long-tailed CIFAR datasets and large-scale datasets 
including ImageNet and iNaturalist. Our results show that when trained with 
the proposed class-balanced loss, the network is able to achieve significant 
performance gains on long-tailed datasets 

 

3 What you did and proof 

These 2 weeks mostly consisted of onboarding into the team, familiarizing with 
the project and finding out what had been previously done, and drafting the 
project’s scope. I am still in the midst of reviewing the codebase and 
understanding the work previously done. Below is a screenshot of the codebase 
and a screenshot of the draft of the Methods submission.  
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Figure 1: A screenshot of the codebase of the previous student’s work
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Figure 2: A screen shot of the Methods submission draft 


