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1 Time Log
1.1 What did you do this week?
1. Registered for CS8903 Special Problems Module
Organized bi-weekly meetings with computational advisor

Reviewed Dr Stroud’ s meeting with computational advisors

= W

Conducted Literature Review on classification model and solutions to
tackle imbalanced dataset

5. Drafted project scope on the Methods document based on the information

above

6. Accessed and forked GitHub repository of the previous Lizard
Classification Project

1.2 What are you going to do next week?
e Download Anole Species dataset from iNaturalist
e [terate on Methods document if needed

e Continue conducting literature review on classification model and class
imbalance

2 Abstracts

Y. Cui, M. Jia, T. -Y. Lin, Y. Song and S. Belongie, “Class—Balanced Loss Based on
Effective Number of Samples,” 2019 IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), Long Beach, CA, USA, 2019, pp. 9260-9269, doi:
10. 1109/CVPR. 2019. 00949




With the rapid increase of large—scale, real-world datasets, it becomes
critical to address the problem of long-tailed data distribution (i.e., a few
classes account for most of the data, while most classes are under-—
represented). Existing solutions typically adopt class re-balancing strategies
such as re-sampling and re—-weighting based on the number of observations for
each class. In this work, we argue that as the number of samples increases,
the additional benefit of a newly added data point will diminish. We introduce
a novel theoretical framework to measure data overlap by associating with each
sample a small neighboring region rather than a single point. The effective
number of samples is defined as the volume of samples and can be calculated by
a simple formula (1—Bn)/(1—B), where n is the number of samples and B €
[0, 1) is a hyperparameter. We design a re-weighting scheme that uses the
effective number of samples for each class to re-balance the loss, thereby
yielding a class—balanced loss. Comprehensive experiments are conducted on
artificially induced long—tailed CIFAR datasets and large—scale datasets
including ImageNet and iNaturalist. Our results show that when trained with
the proposed class—balanced loss, the network is able to achieve significant
performance gains on long—tailed datasets

3 What you did and proof

These 2 weeks mostly consisted of onboarding into the team, familiarizing with
the project and finding out what had been previously done, and drafting the
project’ s scope. I am still in the midst of reviewing the codebase and
understanding the work previously done. Below is a screenshot of the codebase
and a screenshot of the draft of the Methods submission.



) File Edit Selection View Go Run Terminal Help £ Anole_classifier

EXPLORER = requirements.txt M
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> ssd_mobilenet_v2_fpnlite_320x320_coco17_tpu-8
= base.hs
_mobilenet_v2_fpnli 0x320_coco17_tpu-...
@ _init_.py detection_model = tf.keras.models.load_model(
-] &36391836455.c5v
H 116461&36514.csv
% fix_annotation_path.py base_model = MobileNetV2(input_shape=(224, 224, 3), include_top= , weights=
object_detection.py
PO COIVEESONPY base_model.trainable =
ReadMe.md
requirements.txt
testpy model = models.Sequential(
® train_detection.py base_model,
layers.GlobalAveragePooling2D(),
layers.Dense(128, activation='re
layers.Dropout(0.5),
layers.Dense(5, activation='

® train_ensemble.py
train.py
utility.py

model.compile(optimizer=Adam(learning_rate=0.00001),
loss=tf.keras.losses.CategoricalCrossentropy(label_smoothing=0.1),
metrics=['accuracy’ .keras.metrics.Recall(),tf.keras.metrics.Precision

dataset, class_weight_dict = load_dataset_with_labels(’ izardCV/Raw’, ,10000)
train_dataset = dataset.map( image, label, id: .image.resize(image, [224, 224]), label))

early_stopping_callback = tf.keras.callbacks.EarlyStopping(
monitor= SS

patience=5,
restore_best_weights=

history = model.fit(
train_dataset,
epochs=20,
class_weight=class_weight_dict,
> OUTLINE callbacks=[early_stopping_callback
> TIMELINE

Figure 1: A screenshot of the codebase of the previous student’ s work
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Figure 2: A screen shot of the Methods submission draft




