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Time-Log 
What did I do this week? 

o I met with the computational advisor on code review for the code I have for 
rigid registration. 

o I was recommended to provide justification and background information on 
why specific functions and choices in the code were made, specifically 
regarding the registration portion of the code 

o I wrote up the justifications and background information to the 
computational advisor for review for our meeting next week 

o I reviewed and tested the non-rigid registration code provided by Philip 
o As the webpage manager and meeting leader of my group, I updated the 

webpage of the Stroud group with a subpage for the Lizard Jaw Segmentation 
group’s weekly reports and group meeting recording link. 

• What I will do next week 
o I will review with the computational advisor on the registration code provide 

for improvements and research direction if this process is not done well 
• Blockers, things I want to flag, problems, etc. 

o If rigid and non-rigid registration methods are not producing usable data, 
manual segmentation work on 3Dslicer will be needed again and will be a big 
time-sink  

 

 

 

 

 

 

 



Abstract: 
Citizen science platforms like iNaturalist generate biodiversity data at an unprecedented 
scale, with observations on the order of hundreds of millions. However, extracting 
phenotypic information from these images, such as color of organisms, at such a large 
scale poses unique challenges for biologists. Some of the challenges are that manual 
extraction of phenotypic information can be subjective and time-consuming. Fortunately, 
with the maturation of computer vision and deep learning, there is an opportunity to 
automate large parts of the image processing pipeline. Here, I present SegColR, a user-
friendly software package that leverages two state-of-the-art deep learning models - 
GroundingDINO and SegmentAnything - to enable automated segmentation and color 
extraction from images. The SegColR package provides an R-based interface, making it 
more accessible to evolutionary biologists and ecologists who may not have extensive 
coding experience. The SegColR pipeline allows users to load images, automatically 
segment them based on text prompts, and extract color information from the segmented 
regions. The package also includes visualization and data summarization functions to 
facilitate downstream analysis and interpretation of the results. 

Link: https://www.biorxiv.org/content/10.1101/2024.07.28.605475v1.full 

General summary: The paper introduces SlimSAM, a compact version of the Segment 
Anything Model (SAM), specifically tailored for biological image segmentation tasks. 
SlimSAM achieves a significant reduction in model size, utilizing only 1.4% of the original 
SAM's parameters, making it more efficient for practical applications. The authors 
demonstrate that SlimSAM maintains performance comparable to the original SAM across 
various biological imaging datasets. This advancement offers a more accessible and 
resource-efficient tool for researchers in the field of biological image analysis. 

 

 

 

 

 

 

 

 



What did you do and prove it 
1. Below are screenshots of non-rigid registration code provided as well as the 

justification and background information on my code for registration: 
 

 

 



 
 



 

 

 

 

 

 

 

 



Additionally, I updated the Stroud lab webpage with my group’s relevant information up to 
week 10 of this semester (see images below). 

  



 


