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Time-Log 
What did I do this week? 

o I consulted the computational advisor on the next steps for the non-rigid 
registration and why it didn’t work. 

o I am looking into providing mathematical explanation and hypothesis and 
using specific parameters for RANSAC registration for the registration 
method of working properly or not 

o I received registration-based literature to read up on to provide greater 
understanding of image registration and optimization 

o As the webpage manager and meeting leader of my group, I updated the 
webpage of the Stroud group with a subpage for the Lizard Jaw Segmentation 
group’s weekly reports and group meeting recording link. 

• What I will do next week 
o I will provide the mathematical explanations and hypothesis testing results 

suggested by the computational advisor for the registration process code 
currently. 

• Blockers, things I want to flag, problems, etc. 
o The ability to provide a functional non-rigid registration method to increase 

data may not be possible by the end of the semester and will need to be 
continued into the summer semester. 

 

 

 

 

 

 

 



Abstract: 
Numerous imaging techniques are available for observing and interrogating biological 
samples, and several of them can be used consecutively to enable correlative analysis of 
different image modalities with varying resolutions and the inclusion of structural or 
molecular information. Achieving accurate registration of multimodal images is essential 
for the correlative analysis process, but it remains a challenging computer vision task with 
no widely accepted solution. Moreover, supervised registration methods require annotated 
data produced by experts, which is limited. To address this challenge, we propose a 
general unsupervised pipeline for multimodal image registration using deep learning. We 
provide a comprehensive evaluation of the proposed pipeline versus the current state-of-
the-art image registration and style transfer methods on four types of biological problems 
utilizing different microscopy modalities. We found that style transfer of modality domains 
paired with fully unsupervised training leads to comparable image registration accuracy to 
supervised methods and, most importantly, does not require human intervention. 

Link: https://academic.oup.com/bib/article/25/2/bbae029/7628265? 

General summary: The paper proposes SuperCUT, a fully unsupervised deep learning 
pipeline that accurately registers multimodal microscopy images without the need for 
manual annotations. The method combines Contrastive Unpaired Translation (CUT) for 
style transfer and SuperPoint for feature matching to align images from different 
modalities. SuperCUT is benchmarked against both supervised and unsupervised 
registration methods across four diverse microscopy datasets and achieves performance 
comparable to the best supervised methods, including U-Net with SuperPoint. The pipeline 
is especially useful for high-throughput applications like single-cell microdissection and 
localization microscopy, significantly reducing manual effort in precise image alignment 
tasks. 

 

 

 

 

 

 



What did you do and prove it 
1. Below are list of literature resources found to be reviewed: 

GitHub - XuyangBai/awesome-point-cloud-registration: A curated list of point cloud 
registration. 
 
 

 

 

 

https://github.com/XuyangBai/awesome-point-cloud-registration
https://github.com/XuyangBai/awesome-point-cloud-registration


Additionally, I updated the Stroud lab webpage with my group’s relevant information up to 
week 12 of this semester (see images below). 

 

 

 


