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Chapter 12
Control of Cat Walking and Paw-Shake by a 
Multifunctional Central Pattern Generator

Brian Bondy, Alexander N. Klishko, Donald H. Edwards, Boris I. Prilutsky 
and Gennady Cymbalyuk

Abstract  Central pattern generators (CPGs) are oscillatory neuronal networks con-
trolling rhythmic motor behaviors such as swimming, walking, and breathing. Mul-
tifunctional CPGs are capable of producing multiple patterns of rhythmic activity 
with different periods. Here, we investigate whether two cat rhythmic motor behav-
iors, walking and paw-shaking, could be controlled by a single multifunctional 
CPG. To do this, we have created a parsimonious model of a half-center oscillator 
composed of two mutually inhibitory neurons. Two basic activity regimes coexist 
in this model: fast 10 Hz paw-shake regime and a slow 2 Hz walking regime. It is 
possible to switch from paw-shaking to walking with a short pulse of conductance 
in one neuron, and it is possible to switch from walking to paw-shaking with a 
longer pulse of excitatory conductance in both neurons. The paw-shake and walk-
ing rhythms generated by the CPG model were used as input to a neuromechanical 
model of the cat hindlimbs to simulate the corresponding rhythmic behaviors. Sim-
ulation results demonstrated that the multifunctional half-center locomotor CPG 
could produce movement mechanics and muscle activity patterns typical for cat 
walking or paw-shake responses if synaptic weights in selected spinal circuits were 
altered during each behavior. We propose that the selection of CPG regimes and 
spinal circuitry is triggered by sensory input from paw skin afferents.

Keywords  Multifunctional multistability · Paw-shaking · Walking · Neurome
chanical modeling · Cat
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12.1  Introduction

Rhythmic motor behaviors, such as walking, breathing, and chewing are controlled 
by specialized neuronal circuits known as central pattern generators (CPGs). CPGs 
can produce behaviors even when deprived of sensory feedback and/or input from 
the brain (Marder and Calabrese 1996; Marder and Bucher 2001; Grillner 2006; 
McCrea and Rybak 2008). The half-center oscillator (HCO) is a ubiquitous motif 
in CPG connectivity. It is a simple mechanism explaining how non-rhythmic neu-
rons can produce rhythmic output. The simplest HCO is composed of two mutually 
inhibitory neurons which produce a pattern of alternating single spikes or bursts of 
spikes (Brown 1911; Wang and Rinzel 1992; Friesen 1994; Marder and Calabrese 
1996). The rhythmic activity generated by the HCO drives pattern formation in 
downstream interneurons which in turn activate muscles via motoneurons (McCrea 
and Rybak 2008).

If a CPG can produce more than one functional behavior, it is referred to as 
a multifunctional CPG. A multifunctional CPG can be composed of two circuits 
that share neurons (Getting 1989; Briggman and Kristan 2008). In both vertebrates 
and invertebrates, individual interneurons can contribute to multiple motor rhythms 
(Ritzmann et al. 1980; Lockery and Kristan 1990; Syed and Winlow 1991; Lieske 
et al. 2000; Popescu and Frost 2002; Berkowitz et al. 2010). There are two main 
mechanisms for motor program selection for multifunctional CPGs. First, the net-
work may be transformed through some extrinsic process that functionally config-
ures the CPG to produce one rhythm or another. Alternatively, the network may 
demonstrate multistability, where it is intrinsically capable of producing multiple 
rhythms and can switch between them in response to appropriate transient inputs.

Transformation can be accomplished through neuromodulation. The presence 
of different neuromodulators or combinations of neuromodulators can functionally 
reconfigure a network (by changing electrical properties of neurons and synaptic 
strengths) and/or change the pool of recruited neurons to produce different behav-
iors (Hooper and Moulins 1989; Marder et al. 1997; Crisp and Mesce 2004; Doi and 
Ramirez 2008). In a broad sense, to produce the correct behavior, the CPG having 
the correct neuromodulatory tone is necessary and sufficient. Tonic sensory input 
that does not involve neuromodulators can also transform a network by activating 
or suppressing certain neurons (Soffe 1997; Liao and Fetcho 2008). In this para-
digm, at any given time the CPG can only produce one activity regime, and that is 
determined by what input it is receiving.

It is also possible that multiple behaviors could be produced by one set of neu-
rons without external influence in a multistable CPG. As with any neural system, 
a multistable CPG would still require a certain neuromodulatory tone (Hounsgaard 
and Kiehn 1989; Lechner et al. 1996), but it would be able to switch between mul-
tiple activity regimes without any changes in that neuromodulatory tone. Some in-
put would be necessary to cause a transition between regimes, but this input can be 
transient.
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Multistability of activity regimes in neurons and networks is a common phe-
nomenon. Bistability between spiking and silence was predicted from the original 
Hodgkin-Huxley model of the squid giant axon (Hodgkin and Huxley 1952; Rinzel 
1978) and then demonstrated experimentally (Guttman et al. 1980). Multistability 
allows normally silent motoneurons to fire at high frequencies persistently after a 
short stimulation (Hounsgaard et al. 1984). In the case of motoneurons and in some 
other situations where bistability has been observed, slow or non-inactivating cur-
rents, such as the persistent sodium current, calcium currents, or the A-type potas-
sium current, have been implicated as the underlying mechanism for multistability 
(Turrigiano et al. 1996; Hughes et al. 1999; Carlin et al. 2000; Egorov et al. 2002; 
Fuentealba et al. 2004). There has been a great deal of work modeling multistabil-
ity of firing modes and investigating its mechanisms (Canavier et al. 1993; Butera 
1998; Hahn and Durand 2001; Cymbalyuk et al. 2002; Cymbalyuk and Shilnikov 
2005; Shilnikov et  al. 2005; Fröhlich and Bazhenov 2006; Newman and Butera 
2010; Malashchenko et al. 2011).

Models of multifunctional CPGs have been produced where multistability be-
tween fast and slow rhythms or phase relationships is the result of slow variables 
in synaptic dynamics (Bose and Kunec 2001; Manor and Nadim 2001; Chuan et al. 
2004). The possibility that multistability in a CPG could arise from cellular dynam-
ics has not been explored. It is not clear whether cellular dynamics can provide mul-
tistability in a network of neurons. Cellular dynamics are an alternative mechanism 
for multistability in a CPG.

Specifically, we investigated whether a pair of well-studied cat behaviors, walk-
ing and paw-shaking, could be produced by a single HCO. Both behaviors involve 
many of the same muscles, and can be elicited in a spinalized cat, even when mo-
tion-dependent sensory feedback has been removed, indicating both regimes are 
produced to a large extent by CPG (Carter and Smith 1986; Koshland and Smith 
1989; Pearson and Rossignol 1991). The paw-shake response is initiated when a 
stimulus, such as an adhesive tape or water, becomes stuck to cat’s paw. It con-
sists of rapid (about 10 Hz) rhythmic movements of the paw. Walking, commonly 
referred to as stepping or locomotion, is a slower regime, usually around 1–2 Hz.

12.2  Model of Multifunctional Central Pattern Generator

The neurons were modeled using the Hodgkin and Huxley formalism (Hodgkin 
and Huxley 1952). Each neuron contains six ionic currents: a fast sodium current 
( INaF), a slow sodium current ( INaS), a potassium current ( IK), a slow calcium current 
( ICaS), a synaptic current ( Isyn), and a leak current ( Ileak). Parameters for INa, IK, and 
Ileak were taken from (Rybak et al. 2006). Conductances were modified to make the 
model produce paw-shaking-like and walking-like bursting activities. Additionally, 
a seventh current, IMod, which could be expressed as either II or IE (inhibitory or 
excitatory modulatory current) based on the equilibrium potential, could be turned 
on and off in a time dependent and cell specific manner. There are a total of seven 
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state variables in each cell: voltage, inactivation of INaF, INaS, and ICaS, activation of 
INaS, IK, ICaS and ISyn. Activations of INaF, IMod, and ILeak are considered instantaneous 
and are simply functions of the membrane potential. The membrane potential is 
governed by the current conservation equation:

3
, [ ]NaF NaF NaF NaF NaI g m h V E∞= − 65 NaE mV= 40 nSNaFg =

[ ]NaS NaS NaS NaS NaI g m h V E= − 3.9 nSNaSg =
4[ ]K K K KI g m V E= − 70 mVKE = − 40 nSKg =

3 [ ]CaS CaS CaS CaS CaI g m h V E= − 160 mVCaE = 12 nSCaSg =

[ ]Mod Mod ModI g V E= − 75 mVIE = − 70 mVEE =
[ ]leak leak leakI g V E= − 54 mVleakE = − 3 nSleakg =

[ ]Syn Syn Syn pre SynI g m V E= − 75 mVSynE = − 5.5 nSSyng =

where gx and Ex are the maximal conductance and reversal potential for current Ix, 
respectively.

Membrane potential of the neuron in the above equations is indicated by V while 
Vpre (seen in last, synapse equation) indicates membrane potential of the other neu-
ron. m refers to activation variables, h refers to inactivation variables. All equations 
are identical in both neurons except with respect to IMod, which has a term that can 
make it active in one, both, or neither neurons. The conductance of IMod was zero ex-
cept during specified time interval. When IMod is excitatory ( IE), EMod = EE = 70 mV. 
When IMod is inhibitory ( II), EMod = EI = −75 mV. In the text, IMod will be referred to 
as either IE or II, and its conductance as either gE or gI. All voltages are in mV, all 
conductances are in nS, and all currents are in pA. In the CPG model, time is in sec-
onds, whereas in the text, time is in milliseconds. The parameters were not changed 
at any point during simulations presented in this article.

12.2.1  Computer Simulations

The differential equations were solved in Matlab (The MathWorks, Inc., Natick, 
MA, USA) using the ode15s differential equation solver. An absolute and relative 
integration tolerance of 1 · 10−10 was used, as well as an initial step of 0.0001 s and 
a max step of 0.005 s. A time step size of at least 0.0001 s was used for simulations 
that were part of any analysis. Sections of simulations where the neurons had not 
reached a steady state were discarded.

[ ]NaF NaS K CaS h Mod leak synCV I I I I I I I I′ = − + + + + + + +
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Burst duration is calculated as the time between the first and last spike of a burst. 
Inter-burst interval is the time between the last spike of a burst and first spike of 
the next burst, period is the sum of inter-burst interval and burst duration, and duty 
cycle is burst duration divided by period. Frequency is the inverse of the inter-spike 
interval, and mean frequency is the mean frequency of all the spikes in a burst and 
is calculated as the number of spikes per burst divided by burst duration. Maximal 
frequency and minimum frequency were calculated as the inverse of the smallest 
and largest inter-spike intervals in a burst, respectively. Coefficient of variation is 
the standard deviation as a percent of the sample mean. Charge was calculated as 
the integral of current with respect to time for each burst period.

12.2.2  Simulation Results

12.2.2.1  Model Activity

The developed half-center oscillator model can exhibit walking-like and paw shake-
like regimes of rhythmic activity. This HCO contains two mutually inhibitory mod-
el neurons that are not endogenously bursting. When coupled, the neurons burst in 
antiphase.

The isolated neuron ( 0nS)Syng =  spikes tonically (Fig. 12.1). During baseline 
spiking activity, ICaS is close to zero ( ICaS trace in Fig. 12.1, before conductance 
pulse) because ICaS is almost completely inactivated; the inactivation variable for 
ICaS ( hCaS) was never higher than 5 · 10−6. The rhythmic spiking activity is predom-
inantly driven by INaS. However, if the neuron is strongly hyperpolarized by an 
inhibitory current, II (Fig. 12.1, gI = 1 nS, EI = − 75 mV), ICaS and INaS will deinacti-
vate and produce transient rebound bursting. The conductance pulse (100 ms dura-
tion) produced a rebound burst that is similar to the bursts in the walking regime 
(Fig. 12.2b). The first burst has duration of 290 ms, a maximal frequency of 641 Hz, 
a minimum frequency of 51 Hz, and 82 spikes per burst (Fig. 12.1). Over the course 
of subsequent bursts, burst duration, spikes per burst, and spike frequency all de-
crease along with hCaS until the neuron returns to tonic spiking.

We developed an HCO based on the rebound bursting properties seen in the iso-
lated neuron. The introduction of inhibitory synaptic coupling with the same equi-
librium potential (− 75 mV) as II, and a conductance of 5.5 nS results in antiphase 
bursting. The synapse is activated during spiking, and higher frequency spiking in 
the postsynaptic neuron results in increased summation of Isyn in the postsynaptic 
neuron. The model exhibited two basic modes of activity, which we refer to as paw-
shake and walking (Fig. 12.2). These regimes differ both in burst characteristics and 
dynamics of bursting. Formally, the model exhibits two paw-shake regimes which 
are very similar in every measure. They differ in number of spikes per burst; one 
has 5 spikes per burst and the other has 6 spikes per burst. Here, we refer to them as 
paw-shake regime. Paw-shake is a fast regime. It has a period of about 100 ms and 
a duty cycle of 32 % (Fig. 12.2a). The bursts display a maximum spike frequency of 
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196 Hz at the beginning of a burst, a minimum frequency of 100 Hz at the end of a 
burst, and a mean frequency of 152 Hz.

The walking regime is the slowest of the exhibited regimes. It has a period of 
about 450 ms and a duty cycle of 52 %. The bursts display a maximum spike fre-
quency of 620 Hz near the beginning of a burst, a minimum frequency of 100 Hz at 
the end of a burst, and a mean frequency of 399 Hz (Fig. 12.2b).

Fig. 12.1   Activity in an isolated model neuron. Traces show spontaneous activity of the isolated 
neuron and response to a pulse of inhibitory conductance ( gI). V is membrane potential of the 
isolated neuron. The neuron is isolated by setting all of the conductances in Neuron 2 to zero. The 
conductance for the inhibitory modulatory current ( II) is shown as the bottom trace. It is zero, 
except for a 100 ms window, where it is equal to 1 nS. II has an equilibrium potential of − 75 mV

Fig. 12.2   Coexistence of paw shake and walking regimes in the model. All simulations were 
given at least 1000 s to reach steady state
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12.2.2.2  Comparisons Between Walking and Paw-Shake Regimes

There are several major differences between the regimes. First is that there are very 
different levels of ICaS contribution. The peak value for ICaS in each burst is 40 times 
larger in the walking regime compared to paw-shake. Second is the magnitude of 
ISyn. The mean value for ISyn in each burst is twice as larger in the walking regime 
compared to paw-shake. Finally, there is a large difference in maximal frequency 
between regimes. Paw-shake has a peak frequency of 196 Hz and walking has a 
peak frequency of 620 Hz. These three measures are interdependent. Increases in 
ICaS increases spike frequency, which in turn increases ISyn through summation of 
inhibitory postsynaptic potentials. All of this worked to change the period of burst-
ing activity.

There are also many similarities between these bursting regimes. Burst initia-
tion in all regimes is the result of INaS activation/deinactivation. Likewise, burst 
termination is the result of inactivation of the slow inward currents. In the case of 
walking, escape of the postsynaptic neuron from inhibition also plays a role in burst 
termination, but this escape occurs when the presynaptic neuron’s spike frequency 
falls close to 100 Hz.

12.2.2.3  Switching Regimes

An important feature of multistable systems such as the developed HCO is that 
transient perturbations can cause a switch between regimes. Studying how our HCO 
model switches between the walking and paw-shake regimes can help us make test-
able predictions about these behaviors in the cat. In a CPG, perturbations can come 
from sensory neurons or brain areas. Theoretically, an object attached to a cat’s paw 
could activate cutaneous afferents that synapse with interneurons comprising CPG 
circuitries and induce a switch between walking and paw-shake regimes. We used 
pulses of conductance (either excitatory or inhibitory) to mimic such perturbations 
with the goal of studying CPG transitions between walking and paw-shake regimes.

Switch from Walking to Paw-Shake  Switching from walking to paw-shake CPG 
regimes requires inactivating ICaS. This is possible by introducing an excitatory 
modulatory current IE with an equilibrium potential of + 70 mV. The conductance 
( gE) was set so that both neurons would be spiking during stimulation (Fig. 12.3, 
during gE pulse). As long as the neurons spiking tonically, ICaS will inactivate (as in 
Fig. 12.1). The threshold (in terms of the values for the inactivation variables) for 
switching between regimes is closer to paw-shake than walking. This means ICaS 
must be almost completely inactivated for the model to switch to paw-shake. There-
fore, the length of stimulation time (pulse duration) depends on the time constant 
of inactivation for ICaS, and thus a long pulse duration is needed for the switch from 
walking to paw-shake.

Switch from Paw-Shake to Walking  A brief hyperpolarization to an isolated model 
neuron can cause a substantial deinactivation of ICaS and a large rebound burst 
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(Fig. 12.1). This is equally true in the coupled neurons. A brief hyperpolarization 
of sufficient magnitude could produce a rebound burst just as long as a burst in the 
walking regime (Fig. 12.1). In the isolated neuron, the resulting bursting would be 
transient. However, if a hyperpolarization was given to a neuron in the HCO while 
in the paw-shake rhythm, it could cause a switch to the walking regime.

Delivering a hyperpolarizing pulse to a neuron in the HCO while in paw-shake 
can have two outcomes, depending on the strength of the hyperpolarization. A hy-
perpolarization will still produce a rebound burst with a longer period and a higher 
spike frequency than a normal paw-shake burst. The rebound burst will inhibit the 
non-stimulated neuron more strongly and deinactivate ICaS. If the original hyper-
polarization is strong enough, each subsequent burst will have a longer period and 
higher spike frequency until the HCO reaches the steady state walking rhythm. If 
the original hyperpolarization is too small, each subsequent burst will be smaller, 
until the HCO returns to the steady state paw-shake regime.

External inhibitory command signal was simulated using an inhibitory modula-
tory current II, with an equilibrium potential of − 75 mV. By having II active in one 
neuron for as little as 45 ms it was possible to induce a switch from paw-shake to 
walking. Longer pulses were needed for a rapid transition (Fig. 12.3, 90 ms inhibi-
tory conductance pulse), although shorter pulse durations could have the same ef-
fect if gI was larger. Depending on the pulse duration and the conductance of II, the 
transition could occur very rapidly, with the walking regime reaching its normal 
period within two cycles as in Fig. 12.3. Very strong inhibition (higher conductance 
or longer pulse duration) causes a seizure-like rebound burst followed by normal 

Fig. 12.3   Switching back and forth between rhythms. V1 and V2 represent Neuron 1 and Neuron 
2, respectively. The neurons begin in the walking rhythm. An optimally timed pulse of excitatory 
conductance ( gE for IE, 0.8 nSEg = , IE equilibrium potential = 70 mV, pulse duration = 370 ms) 
delivered to both neurons causes a switch to paw-shaking. During the pulse, cells are not firing 
in antiphase. A pulse of inhibitory conductance ( gI for II, gI = 0.85 nS, II equilibrium poten-
tial = − 75 mV, pulse duration = 90 ms) is delivered to neuron 1 only, causing a rebound burst and 
a switch back to walking
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walking activity. Phase of stimulation had little effect on transitions, except at very 
low values of gI (data not shown).

A brief inhibition of one neuron, as in Fig. 12.3, is the fastest way to produce a 
transition. It is possible to produce a switch with inhibitory pulses to both neurons. 
These transitions always take longer since both neurons will burst at the same time 
upon release of the inhibition. Persistent inhibition of sufficient strength will also 
cause a switch to walking (after several seconds) or actually make the paw-shake 
regime disappear entirely (data not shown).

12.3 � Neuromechanical Simulations  
of Walking and Paw-Shake

The previous sections described a multifunctional CPG that can generate fast paw 
shake-like and slow walking-like rhythmic reciprocal activity depending on param-
eters of the HCO and input to the system in the form of a conductance pulse. In 
the following sections, we present preliminary results of neuromechanical simula-
tions of cat walking and paw-shake developed using the AnimatLab software for 
neuromechanical simulations (Cofer et  al. 2010). In these simulations, the mus-
culoskeletal model of the hindlimb is controlled by a CPG that consists of a half-
center oscillator (HCO) generating rhythmic activity with frequency of either 2 or 
10 Hz. Motoneurons activating 12 flexor and extensor muscles in each hindlimb 
(Fig. 12.4) receive excitatory input from the corresponding half-center oscillator 
and also excitatory and inhibitory inputs from muscle length- and force-sensitive 
afferents (Fig. 12.5).

The goal of these neuromechanical simulations was to examine if a single mul-
tifunctional HCO could reproduce two very different rhythmic behaviors, walking 
and paw-shake. These behaviors differ not only in the cycle duration but also in 
movement mechanics and patterns of muscle activity (Smith et al. 1985; Smith and 
Zernicke 1987; Prilutsky et al. 2004, 2009; Klishko et al. 2012; Mehta and Prilutsky 
2014). In particular, during walking, flexor and extensor muscles are activated re-
ciprocally (Markin et al. 2012), whereas during paw-shake response, anterior and 
posterior muscles, rather than flexors and extensors, appear to demonstrate recipro-
cal activation (Smith et al. 1985; Pratt et al. 1991; Klishko et al. 2012).

12.3.1  Musculoskeletal Model of Cat Hindlimb

A cat hindlimb model was assembled in the Body Plan Editor of AnimatLab as a 
system of 5 rigid segments representing the pelvis, thigh, shank, tarsals and toes. 
Inertial properties of each segment, i.e., segment mass, position of the center of seg-
ment mass, and moment of inertia with respect to the frontal axis through the center 
mass of the segment, were computed from the measured cat mass and segment 
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length using the regression equations (Hoy and Zernicke 1985). The hindlimb seg-
ments were interconnected by frictionless hinge joints. The hindlimb skeleton was 
actuated by 12 muscles (Fig. 12.4). Points of each muscle origin and attachment 
were estimated based on the geometric model of a cat hindlimb (Goslow et  al. 
1973). Muscle paths were modeled as sets of straight lines connecting selected via 
points so that the moment arms of each muscle at joints it crosses corresponded 
roughly to the values reported in the literature (Boyd and Ronsky 1998; MacFadden 
and Brown 2007, 2010). Muscles and muscle spindles (see below) were represented 
by Hill-type models consisting of an elastic component (tendon) attached in series 
with the parallel combination of a parallel elastic component (passive connective 
tissues surrounding muscle fibers and compartments) and a contractile component 
(the cross-bridges). The physiological properties of the contractile component were 
described in the model by the muscle membrane voltage-contractile force curve, iso-
metric force-length curve, force-velocity relationship, the optimum muscle length 

Fig. 12.4   Musculoskeletal model of the cat hindlimb (model of the second hindlimb is identical). 
The hindlimb skeleton is represented by a system of 5 rigid segments (pelvis, thigh, shank, tarsals 
and toes) interconnected by frictionless hinge articulations (hip, knee, ankle and metatarsopha-
langeal, MTP, joints). The model is actuated by 12 Hill-type muscles that include iliopsoas ( IP, 
hip flexor), sartorius medial ( SAM, hip and knee flexor), rectus femoris ( RF, hip flexor and knee 
extensor), BFA (hip extensor), BFP (hip extensor and knee flexor), vastii (knee extensor), tibialis 
anterior ( TA, ankle flexor), extensor digitorum longus ( EDL, ankle and MTP flexor), plantaris 
( PL, knee flexor and ankle extensor), gastrocnemius ( GA, knee flexor and ankle extensor), soleus 
( SO, ankle extensor), flexor digitorum longus ( FDL, ankle and MTP extensor)
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and maximum force (Table 12.1; see also Cofer et al. 2010). Each muscle in the 
model had sensors of length (the spindle) and force (the Golgi tendon organ). The 
spindle force was generated in response to gamma motoneuron input and stretch of 
the muscle contractile component. Spindle force generated depolarizing membrane 
current in the spindle neuron that fired when the membrane potential exceeded the 

Fig. 12.5   Neural control model of cat hindlimb. The model consists of a central pattern generator 
( CPG) and basic reflex pathways. CPG generates symmetric flexor and extensor rhythmic activity 
with a frequency of either 10 Hz (paw-shake rhythm) or 2 Hz (locomotion rhythm). The extensor 
and flexor half-centers provide excitatory input to motoneurons of one-joint extensors and flexors, 
respectively. Motoneurons of two-joint muscles may receive excitations from both half-centers in 
flexor and extensor phases. Reflex pathways include stretch reflex with reciprocal inhibition that 
is mediated by Ia spindle afferents and Ia-inhibitory interneurons, respectively; force-dependent 
inhibition and excitation from two-joint muscles to one-joint synergists and one-joint antagonists, 
respectively; force-dependent excitation of the CPG extensor half-center from SO motoneuron 
during the extensor phase of the CPG; and length-dependent excitation from hip flexor and exten-
sor muscle to the CPG flexor- and extensor-half center, respectively (see text for more details). For 
muscle abbreviations see Fig. 12.4
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threshold. Tendon Golgi organ sensory signal was proportional to force produced 
by the muscle.

For simulations of walking, each hindlimb was connected to the trunk, which 
could move without friction along an elastic string (stiffness coefficient 5 MN/m) 
thus providing partial weight support to substitute support from the forelimbs that 
were not included in the model.

12.3.2  Neural Control Model

A model of the neural control circuitry activating hindlimb muscles during walk-
ing and paw-shake was developed in the Behavior Editor of AnimatLab. The 
HCO was modelled by two spiking integrate-and-fire single compartment neurons 
mutually inhibiting each other via hyperpolarizing IPSP. Output of extensor and 
flexor half-centers activated motoneurons represented by non-spiking voltage- and 
time-dependent ionic conductance neurons (Vogels et al. 2005) via the same non-
spiking interneurons that transformed spiking trains from the HCO into integrated 
membrane potential. The output of a single motoneuron represented an integrated 
output (membrane voltage) of a motoneuronal pool activating a single muscle. Mo-
toneurons activated corresponding muscles that produced force in accordance with 
the stimulus (membrane voltage)-force curve (Cofer et al. 2010). Each motoneuron 

Table 12.1   Parameters of the muscle model
Muscle B (Ns/m) Kpe (N/m) Kse (kN/m) Fmax (N) PElen (%) Lrest (cm) Lwidth (cm)

IP 30.9   385 13.351 150 55 7.0 5.0
BFA 8.2   227 6.464 120 36 12.0 5.0
BFP 40.0   806 27.837 250 56 11.5 5.5
SAM 3.3   100 2.357   20 91 12.1 5.5
RF 25.0   642 15.844 122 20 11.1 3.0
VA 20.0 3125 34.014 250 27 11.1 8.0
PL 18.4   370 11.905 200 90 12.1 4.2
GA 18.4   370 11.905 200 23 12.5 4.2
SO 2.0   36 1.667   21 58 9.1 12.0
TA 10.1   191 4.643   65 57 10.1 2.8
EDL 10.0   105 2.484   40 35 11.7 1.7
FDL 20.0   433 7.738 130 17 12.1 2.0

Muscle abbreviations are the same as in Fig. 12.4
B is viscosity of the linear force-velocity relationship of the muscle contractile component, Kpe is 
stiffness of the parallel elastic component, Kse is stiffness of the serial elastic component, Fmax is 
maximum muscle isometric force at optimal (resting) length of the contractile component, PElen 
is percentage of the parallel elastic component resting (optimal) length in the total muscle-tendon 
unit length, Lrest is resting (optimal) length of the muscle, Lwidth is the muscle length range for active 
force production in the isometric force ( FL) -length ( L) relationship: 21 ( / )L rest widthF L L L= − − . 
For details on the AnimatLab muscle model see (Cofer et al. 2010)
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received excitatory inputs from the HCO and excitatory and inhibitory inputs from 
various reflex pathways (Table 12.2).

All motoneurons received length- and velocity-dependent monosynaptic excit-
atory inputs from the Ia spindle afferents of anatomical synergists (Fig. 12.5, open 
arrow heads; Table 12.2). Reciprocal inhibition among anatomical antagonists (e.g., 
soleus and tibialis anterior, vastii and gastrocnemius) was mediated via Ia inhibi-
tory interneurons (Fig. 12.5, green circles; Table 12.2; Feldman and Orlovsky 1975; 
Geertsen et al. 2011). Excitation of one-joint antagonists and inhibition of one-joint 
agonists from two-joint muscles (e.g., excitation of tibialis anterior and inhibition of 
soleus from gastrocnemius) were mediated by Golgi tendon force-dependent path-
ways (Fig. 12.5; Table 12.2; Laporte and Lloyd 1952; Eccles et al. 1957; Nichols 
1999, see also Chap. 3 by Nichols et al. 2015). The neural control model also incor-
porated afferent pathways that regulated the operation of the CPG during locomo-
tion. Excitatory length-dependent afferent input from a hip flexor iliopsoas to the 
flexor half-center triggered transition from extensor to flexor phase of rhythmic 
activity, whereas excitatory length-dependent afferent signals from hip extensor bi-
ceps femoris anterior to the extensor half-center triggered transition from flexor to 
extensor phase (Fig. 12.5; Table 12.3; Kriellaars et al. 1994; Hiebert et al. 1996; 
McVea et al. 2005). A force-dependent afferent input during the extensor phase of 
the cycle from ankle extensor soleus to the extensor half-center and to extensor mo-
toneurons enhanced activity of hindlimb extensors (Fig. 12.5; Table 12.3; Conway 
et al. 1987; McCrea 2001; Pearson 2008).

12.3.3  Neuromechanical Simulations

12.3.3.1  Paw-Shake

In order to qualitatively reproduce patterns of muscle activity typical for paw-shake, 
i.e. alternating reciprocal activity of anterior and posterior hindlimb muscles (Smith 
et al. 1985; Pratt et al. 1991; Klishko et al. 2012), as opposed to alternating activity 
of flexor and extensor muscles observed during locomotion (Grillner 1981; Rossi-
gnol 2006; Markin et al. 2012), gains of afferent excitatory and inhibitory feedback 
actions on motoneurons were modified. Specifically, autogenic (from a muscle to 
its own motoneuron) and heterogenic (from a muscle to synergist motoneurons) Ia 
afferent feedback gains were increased (Table 12.2) given the very high firing rates 
of Ia afferents from various cat muscles during paw-shake (Prochazka et al. 1989). 
In addition, the excitatory force (Ib)-dependent input from ankle extensor soleus 
to the extensor half-center oscillator and extensor motoneurons during the exten-
sor phase was removed to make the extensor and flexor phases equal in duration 
(Table 12.3).

Before each simulation, the initial hindlimb position approximately correspond-
ing to that observed in experiments (see below) was set by tonic activity of IP and 
BFP motoneurons and maintained for 2 s. In this initial position hip, knee, ankle and 
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metatarsophalangeal joint angles were 105°, 49°, 93°, and 178°, respectively. Paw-
shaking was generated by fast regime of the HCO (see Sect. 12.2.) that produced 
alternating bursting activity in the flexor and extensor half-centers with frequency 
of 10 Hz. Patterns of computed muscle forces were compared to low-pass filtered 
activity of cat hindlimb muscles that were recorded in cats with chronically im-
planted intramuscular EMG electrodes (Figs. 12.6 and 12.7).

Detailed description of surgical implantations and experiments can be found 
elsewhere (Gregor et al. 2006; Prilutsky et al. 2011; Mehta and Prilutsky 2014). 
Briefly, all surgical and experimental procedures were in agreement with US Public 
Health Service Policy on Humane Care and Use of Laboratory Animals and ap-
proved by the Institutional Animal Care and Use Committee of Georgia Institute of 
Technology. Surgery for implantation of EMG electrodes was performed under gen-
eral anesthesia and aseptic conditions. Vital physiological parameters (temperature, 
respiration, heart rate and blood pressure) were monitored throughout the surgery. 
Pairs of teflon-insulated multi-stranded stainless steel fine wires (CW5402; Cooner 
Wire, Chatsworth, CA, USA) attached to a multi-pin Amphenol connector fixed on 
the scull were implanted in selected hindlimb muscles (majority of muscles shown 
in Fig. 12.4). After surgery, the animal received pain medication and antibiotics as 
needed and recovered for 2 weeks.

Prior to implantation surgery cats were trained to walk on a Plexiglas enclosed 
walkway with embedded small force plates (Bertec Corporation, Columbus OH, 
USA) using positive reinforcement with food. Reflective markers placed on major 
hindlimb joints with double sided adhesive tape and a 6-camera motion capture 
system Vicon (Oxford, UK) were used to record kinematics of walking and paw-
shake. Paw-shake responses were evoked by attaching a piece of adhesive tape to 
the paw pad on the right hindlimb. EMG activity, kinematics and ground reaction 
forces during paw-shake and walking were recorded synchronously at a sampling 
rate of 3000, 120, and 360 Hz, respectively. Kinematic and ground reaction force 
measurements were used to identify stance and swing phases during walking and 
cycles during paw-shakes.

Table 12.3   Weight coefficients of afferent pathways to CPG flexor and extensor half-centers dur-
ing walking
Afferent pathway CF+(nAs) CE+(nAs)
SO Ib – 0.3
IP Ia 0.01 –
BFA Ia – 0.01
IP II 0.01 –
BFA II – 0.01

Muscle abbreviations are the same as in Fig. 12.4. CF+ and DE+ are constants in the relationship 
describing the afferent excitatory input current ( I, nA) to the CPG flexor and extensor half-center 
as a function of the afferent firing rate ( , ): FR Hz I C R+=  or EI C R+= . Additional excitatory 
input from SO Ib afferents during the extensor phase of walking was also provided to hindlimb 
extensor motoneurons with the following weight constants: CBFA+ = 0.15, CRF+ = 0.08, CVA+ = 0.1, 
CPL+ = 0.03, CGA+ = 0.1, and CSO+ = 0.01
In paw-shake simulations, all weight coefficients of the Ib excitatory pathways operating during 
the extensor phase to the CPG extensor half-center and extensor motoneurons were set to zero



Fig. 12.6   Experimental low-pass filtered EMG patterns of hindlimb muscles during paw-shake 
(mean cycle duration 0.100 s; left panels) and patterns of muscle forces computed in computer 
simulations (mean cycle duration 0.088 s; right panels). For muscle abbreviations see Fig. 12.4; 
abbreviations of extensor muscles are indicated by bold font. Top panels show stick-diagrams of 
the hindlimb during a recorded and simulated paw-shake cycle; gray lines indicate downward 
foot movement in one half-cycle, black lines correspond to upward foot movement in the next 
half-cycle. Second panel in the right column demonstrates simulated bursting activity of the flexor 
( light lines) and extensor ( darker lines) half-centers of the CPG. Next panels show experimental 
low-pass filtered EMG ( left) and simulated force patterns ( right) of selected posterior muscles. 
Their activity and force production occur mostly during the extensor phase of the CPG activity 
( dark gray rectangles). The bottom panels demonstrate experimental low-pass filtered EMG ( left) 
and simulated force patterns ( right) of selected anterior muscles. Their activity and force produc-
tion occur mostly during the flexor phase of the CPG activity ( light gray rectangles). Experimental 
results are from one representative cat
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Fig. 12.7   Experimental low-pass filtered EMG patterns of hindlimb muscles during walking 
(mean cycle duration 0.800 s; left panels) and patterns of muscle forces computed in computer 
simulations (mean cycle duration 0.500, s; right panels). For muscle abbreviations see Fig. 12.4; 
abbreviations of extensor muscles are indicated by bold font. Top panels show stick-diagrams of 
left ( gray lines) and right ( black lines) hindlimbs during recorded and simulated walking. Second 
panel demonstrates bursting activity of the flexor ( light lines) and extensor ( darker lines) half-
centers of the CPG. Next panels show experimental low-pass filtered EMG ( left) and simulated 
force patterns ( right) of selected posterior muscles. The bottom panels demonstrate experimental 
low-pass filtered EMG ( left) and simulated force patterns ( right) of selected anterior muscles. 
One-joint hindlimb extensors (BFA, GA, SO, VA) are active during extensor phases of CPG activ-
ity ( dark gray rectangles), while one-joint flexors (IP, TA) are active during flexor phases of 
CPG activity ( light gray rectangles); two-joint BFP demonstrates two bursts of EMG activity in 
the cycle—at the swing-stance and stance-swing transitions, however simulations show only one 
period of BFP force production at the swing-stance transitions. Horizontal black bars at bottom 
indicate stance phases
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Computer simulations of cat paw-shakes demonstrated that posterior muscles 
(BFA, BFP, GA and SO, Fig.  12.4) produced peak muscle forces in phase with 
the extensor half-center of the CPG, whereas the anterior muscles (IP, VA and TA) 
produced peak forces during the flexor phase (Fig. 12.6, right panel). Note that VA, 
one-joint knee extensor, produced force when it did not receive excitatory input 
from the CPG, while it did not produce force during most of the extensor phase in 
which it received excitation from the extensor half-center. The low-pass filtered 
EMG patterns were qualitatively similar to the simulated muscle force patterns ex-
cept TA appears to generate EMG activity bursts in both phases (Fig.  12.6, left 
panel).

12.3.3.2  Walking

In order for the model to generate walking-like patterns of muscle activity and 
hindlimb kinematics, relatively few changes in the reflex pathways were made 
apart from decreasing rhythm of the HCO from 10 to 2 Hz. The changes included 
the decrease in gain of Ia afferent feedback from all muscles (Table 12.2) and the 
introduction of a force-dependent excitation from SO to the CPG extensor half-
center and extensor motoneurons during the extensor phase (Table 12.3). The latter 
change made the extensor phase duration longer than the flexor phase even when 
the hindlimbs were elevated above the ground and there was no contact of the paw 
with the ground (air stepping).

Neuromechanical simulations of walking produced hindlimb kinematics and 
muscle force patterns that were qualitatively similar to those recorded in a repre-
sentative cat (Fig. 12.7). Specifically, extensor muscles BFA, VA, GA and SO pro-
duced force during the extensor (stance) phase of walking, whereas flexors IP and 
TA produced force during the flexor (swing) phase. Simulations generated force of 
a two-joint BFP muscle during the swing-stance transitions, although this muscle 
normally produces two activity bursts at the swing-stance and stance-swing phase 
transitions (see Chap. 5 by Shevtsova et al. 2015 and Fig. 12.7).

Although the mechanisms underlying the formation of different muscle syner-
gies during paw-shake and walking are not clear and require additional studies, the 
preliminary computer simulations of paw-shake responses suggested that the knee 
extensor VA activity burst during the “wrong” flexor phase of the HCO may be 
caused by Ia length and stretch velocity sensitive afferents from fast elongating VA 
during this phase (Klishko et al. 2011, 2012). A similar mechanism might explain 
the absence of EMG burst of VA during the extensor phase of the HCO; although 
VA motoneuron receives excitation from the extensor half-center during this phase, 
the reciprocal inhibition via the Ia-inhibitory interneurons (Fig. 12.5) might over-
come the CPG excitatory input due to high velocity of stretch of knee flexors, i.e. 
VA antagonists (BFP, GA and PL) and the corresponding high activity of their Ia 
afferents (Prochazka et al. 1989).
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12.4 � Possible Mechanisms of Bistability in the 
Multifunctional Half-Center Generator

To survive in nature animals should be able to exhibit a large and diverse repertoire 
of basic behaviors. The rhythmic behaviors like walking, swimming, breathing, etc. 
are controlled by specialized neuronal circuits, central pattern generators (CPGs). 
Combining the circuits for different behaviors could make the nervous system more 
energetically efficient, thus increasing survival chances. There is a great deal of evi-
dence that groups of interneurons can participate in the control of multiple behav-
iors (Berkowitz et al. 2010). This consideration leads to the concept of multifunc-
tional CPGs. The behavior produced by a multifunctional CPG would be dependent 
on context and sensory information. Sensory neurons can affect rhythmic activity 
by directly exciting/inhibiting the CPG neurons. They could also recruit additional 
neurons to participate in the rhythm suppression of a subset of neurons in such a 
way as to bias the circuit towards one pattern. The presence of neuromodulators, 
which is often context dependent, can reconfigure the output of the CPG by chang-
ing the electrical properties of neurons and synapses (Hooper and Moulins 1989; 
Marder et al. 1997; Doi and Ramirez 2008). It is also possible that multiple behav-
iors could be controlled by a single, multistable CPG. This CPG would be capable 
of producing multiple behaviors only requiring a single transient input (central or 
from sensory feedback) to switch between patterns. Our model is a multistable CPG 
that can produce two different patterns of activity (Fig. 12.2).

There is a large amount of evidence for the existence of multifunctional neurons 
that participate in more than one motor rhythm (Soffe 1993; Jing and Weiss 2001; 
Berkowitz 2010). Experiments in cats where a scratching rhythm slowly changed 
into a walking rhythm provided strong early evidence for overlap in neurons con-
trolling multiple behaviors (Berkinblit et al. 1978), however see (Frigon and Gos-
sard 2010). Much of the best evidence for multifunctional neurons in vertebrates 
comes from the study of turtles. All spinal interneurons active during one type of 
scratching in the turtle are also active during other types of scratching, although fir-
ing rates vary. There is less overlap for other behaviors that involve the legs, such 
as swimming and leg withdrawal, but overlap still exists (Berkowitz 2002, 2010). 
Simultaneous stimulations evoking different motor behaviors and modeling have 
also demonstrated that there must be either overlap or strong interactions between 
scratching and swimming CPGs (Hao et  al. 2011). In these examples, the exact 
mechanism determining which pattern the interneurons will produce is not known, 
although it is likely that sensory information/receptive fields play a role.

Xenopus tadpoles also display two rhythmic behaviors (fast and slow) that ap-
pear to originate from a multifunctional CPG: struggling and swimming (2–10 Hz 
bursting and 10–25  Hz spiking, respectively; speed of oscillation varies across 
length of the body). These rhythms, and the transition between them, share many 
features with the behaviors we have modeled. The struggling rhythm occurs when 
pressure is applied to a tadpole’s body (such as being grasped by a predator). This 
rhythm can also be evoked with repetitive electrical stimulation of the skin sensory 
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pathway. The swimming rhythm can be evoked with a single stimulation of the 
same sensory neurons and can persist for a long time. Swimming will occur imme-
diately upon release of pressure or stimulation that causes struggling, and usually 
begins at a high speed and slows, either to a stop or to a steady velocity. 76 % of the 
motoneurons and 68 % of the premotor interneurons involved in struggling are also 
active during swimming. The additional neurons active during struggling are all of 
the same classes as those active during swimming (Soffe 1993). The input from the 
sensory neurons (transient vs. continual) appears to determine which rhythm will be 
evoked (Soffe 1997). Studies of the transition from struggling to escape swimming 
revealed that the transition could be gradual under certain conditions (Green and 
Soffe 1996). Larval zebrafish display similar struggling and swimming behaviors 
with overlap in neuronal activation. However, in zebrafish, separate classes of in-
hibitory interneurons are recruited as well (Liao and Fetcho 2008).

Similar to tadpoles, leeches also display two patterns, swimming and crawling, 
generated by a multifunctional CPG. 93 % of the neurons active during swimming 
are active during crawling, which represent about half of the total neurons involved 
in crawling. Neurons have been identified that can perturb one or both rhythms 
if stimulated (Briggman and Kristan 2006). Unlike tadpole struggling and swim-
ming, the presence of neuromodulation plays a role in determining which rhythm 
these cells produce; application of serotonin will elicit fictive swimming behavior, 
whereas dopamine will stop swimming and produce crawling (Crisp and Mesce 
2004). It is known that serotonin modulates several voltage-dependent currents, 
including the persistent sodium current (Angstadt and Friesen 1993). In this case, 
multifunctionality requires the presence of a neuromodulator, at least one of which, 
dopamine, has been shown to come from higher level inputs (Crisp and Mesce 
2004).

Unlike the previous examples, multistability as a mechanism for multifunctional 
CPGs means that sustained input is not necessary to produce multiple behaviors. 
Transient sensory input can produce stable changes in network activity. Multistabil-
ity of circuits and single neurons present a basic feature for mechanisms underlying 
multifunctional CPGs. Multistability in single neurons has been described in a vari-
ety of neurons. Bistability between spiking and silence has been seen in neurons and 
in models (Jalife and Antzelevitch 1979; Hahn and Durand 2001; Paydarfar et al. 
2006; Malashchenko et al. 2011), as well as bistability between spiking and silence 
(Fuentealba et al. 2004), bursting and spiking (Cymbalyuk et al. 2002; Shilnikov 
et al. 2005; Fröhlich and Bazhenov 2006), multiple bursting regimes (Butera 1998) 
and multiple spiking regimes (Egorov et al. 2002; Cymbalyuk and Shilnikov 2005). 
Switching between silence and spiking in motoneurons has been ascribed to the 
activation of an L-type calcium channel in the dendrites (Carlin et al. 2000).

Networks of neurons, like CPGs, can display multistability as well, either 
through multiple modes of firing (silent, spiking, bursting), or through different 
phase relationships. Network can have multistability without its component neurons 
being multistable (Bose et  al. 2001). In our model we consider a classical para-
digm of half-center oscillator (Rybak et al. 2006). This is a common motif in CPGs 
for producing alternating activity. Multistability in networks can arise through the 
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dynamics of intrinsic or synaptic currents as opposed to the presence or absence of 
external input. Our HCO model is multifunctional due to the multistability arising 
from the dynamics of the two neurons’ slow intrinsic currents. With the exact same 
parameters, multiple rhythms coexist, all of which are stable and will persist indefi-
nitely if left undisturbed. Similar models have been made that display multistability 
through different mechanisms. Synaptic dynamics in a network can result in multi-
stability. The presence of short term synaptic depression can lead to bistability be-
tween two modes: one with a weak synapse and one with a strong synapse. Synaptic 
depression is both voltage dependent and slow. Synaptic conductance will decrease 
over the course of consecutive action potentials and recover during silence. Thus, 
changes in synaptic conductance are similar in mechanism and effect to the changes 
in ICaS conductance in our model. A two neuron model with depressing synapses 
can also produce a fast and slow rhythm with the ability to switch back and forth 
between rhythms with pulses of injected current (Manor and Nadim 2001). Chang-
es in synaptic current are part of the multistability of our model, however, these 
changes are a result of changes in intrinsic currents ( ICaS and INaS), not their cause. 
Multistability arising from synaptic dynamics does not depend on intrinsic currents 
(Bose et al. 2001). The time constant of inhibition can also impart bistability onto a 
network (Bose and Kunec 2001). Network multistability in terms of the burst phase 
between four neurons has also been modeled (Chuan et al. 2004).

12.5  Future Studies

12.5.1  Predictions

Based on our findings, it is possible to make several predictions about paw-shaking 
and walking in cats. In the future, these predictions of the neuromechanical model 
can be tested. A rapid transition to paw-shaking requires an optimally timed pulse 
of conductance. This is supported by observations that paw-shaking is always initi-
ated during swing phase of walking (Carter and Smith 1986). It is also necessary for 
the stimulus to last on the order of the time constant of inactivation for ICaS, which 
translates to close to the duration of one burst. In the model, at the end of the stimu-
lus pulse, paw-shaking will be slower than normal, then speed up as it approaches 
its steady state period (usually the difference in period of about 40–30 ms). This 
is in conflict with data seen in actual cats, which show that paw-shaking generally 
increases in period from the first to last burst (Smith et  al. 1985; Koshland and 
Smith 1989). This discrepancy could be accounted for by the presence of additional 
currents or neurons in the cat or by differences in the voltage dependence of inac-
tivation for ICaS.

In terms of the transition back to walking from paw-shaking, the model predicts 
there will be an asymmetry to the bursts between the two half-centers of the HCO for 
the first 2–3 cycles post inhibition, which could manifest as a slight discoordination 
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between muscles/legs immediately after paw-shaking. Although, as with the initial 
slowness of the paw-shaking rhythm, it is possible that the presence of additional 
neurons would help stabilize the rhythm faster than two neurons alone could.

12.5.2  Pharmacological Manipulations

Paw-shaking and walking could be considered a more exited state and more inhibited 
state, respectively. Any change in excitation or inhibition will affect both rhythms. 
We could predict that a brief blockade of the inhibitory synaptic interaction would 
cause a switch to paw-shaking at about the same speed as excitatory stimulation, 
and weakening of the synapse would promote paw-shaking. In contrast, strength-
ening the synapse could abolish the paw-shaking rhythm or make it much more 
difficult to elicit. Paw-shaking in adult chronic spinalized cats can be eliminated by 
application of noradrenergic agonist clonidine, which will also increase the period 
of walking (Barbeau et al. 1987). Experiments in cats show norepinephrine inhibits 
43 % of interneurons in the ventral horn of the spinal cord, excites 6 % and has no 
effect on the rest (Jordan et al. 1977). Application of NMDA increases expression 
of paw-shaking, likely by exciting sensory neurons (Chau et al. 2002). Both of these 
results are in line with our model.

The above predictions could be investigated in details by evoking paw-shake 
responses in different phases of the walking cycle with different duration of the 
stimulus.
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