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1. Abstract 
Xiao, B. et al. (2023) “Florence-2: Advancing a Unified Representation for a Variety of 
Vision Tasks”. arXiv:2311.06242v1. http://doi.org/10.48550/arXiv.2311.06242 
 
Abstract: We introduce Florence-2, a novel vision foundation model with a unified, 
prompt-based representation for a variety of computer vision and vision-language 
tasks. While existing large vision models excel in transfer learning, they struggle to 
perform a diversity of tasks with simple instructions, a capability that implies 
handling the complexity of various spatial hierarchy and semantic granularity. 
Florence-2 was designed to take text-prompt as task instructions and generate 
desirable results in text forms, whether it be captioning, object detection, grounding 
or segmentation. This multi-task learning setup demands largescale, high-quality 
annotated data. To this end, we codeveloped FLD-5B that consists of 5.4 billion 
comprehensive visual annotations on 126 million images, using an iterative strategy 
of automated image annotation and model refinement. We adopted a sequence-to-
sequence structure to train Florence-2 to perform versatile and comprehensive 
vision tasks. Extensive evaluations on numerous tasks demonstrated Florence-2 to 
be a strong vision foundation model contender with unprecedented zero-shot and 
fine-tuning capabilities. 
 
Summary (GPT-4o): The Florence-2 paper presents a unified vision foundation 
model capable of performing various computer vision and vision-language tasks 
within a single architecture. Building upon a sequence-to-sequence framework, the 
model uses both visual token embeddings from images and text-based prompts to 
execute tasks such as object detection, segmentation, visual grounding, and image 
captioning. It integrates a transformer-based multi-modal encoder-decoder, 
enabling the model to process visual and textual data simultaneously. Florence-2 is 
trained on a massive dataset called FLD-5B, comprising 126 million images and over 
5.4 billion annotated visual-text pairs, which enhances its performance in both zero-
shot and fine-tuning settings. By removing the need for task-specific heads and 
adopting a prompt-based, task-agnostic approach, the model o^ers a versatile 



solution for multitask learning, achieving top-tier results across a broad spectrum of 
benchmarks. 
 
Relevance:   
 

2. Scripts and Code Blocks 
 
This week’s e^orts were focused on the Machine Learning aspect of the application. 
I began by learning more about the Florence-2 model 
(https://blog.roboflow.com/florence-2/), following along with the Roboflow tutorial 
to understand the limitations of the model.  
 

 
 
Using this information, I decided to test an untrained classification of three powerful 
LVMs to the VLM4Bio dataset 
(https://huggingface.co/datasets/sammarfy/VLM4Bio), which was researched last 
week. The three models included Openclip (which our application is currently 
using), Bioclip (which was trained on a di^erent species dataset), and Florence-2. I 
did the work here using on a Google Colab instance.  
 



 

 

 
 
Example of Florence_classification script code:  



 



 



 
 
(also did the similar for bioclip + openclip)  
 

3. Documentation 

No documentation has been added, the scripts have so far only been used to test 
the models, these will be uploaded to the Biocosmos repo. 

 

4. Proof of work 



 

 

 



5. Next Week Proposal 

Met up with the team, Dr. Porto and Moritz to discuss the previous week’s updates on 
ML tasks, and discussed future work items. To be done in coming week:  
- Study Florence-2 paper in depth  
- Attempt to run scripts on PACE 
- Continue investigation in Florence-2 species classification scripts with VLM4Bio 
dataset 
- Figure out the way embeddings are generated by the model (generated_ids)  
- check di^erence on classification results by training on some of the data 


