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1. Time Log 
What progress did you make last week? 
- Met up with Team and Dr. Porto to discuss splitting of responsibilities and re-

focus on analyzing Florence-2  
- Re-wrote the VLM4Bio scripts for classification, and uploaded to NFHM repo 
- Reviewed and tested Thomas’ updates for app startup including db versioning  
- Fixed index out of range bugs for Florence-2 classification task 
- Added Cosine similarity to Florence-2 classification (results not great) 
 

2. Abstract 
Hangbo Bao, Li Dong, Songhao Piao, and Furu Wei. 2022. BEiT: BERT pre-training of 
image transformers. International Conference on Learning Representations 
 
Abstract: We introduce a self-supervised vision representation model BEIT, which 
stands for Bidirectional Encoder representation from Image Transformers. Following 
BERT [DCLT19] developed in the natural language processing area, we propose a 
masked image modeling task to pretrain vision Transformers. Specifically, each 
image has two views in our pre-training, i.e., image patches (such as 16×16 pixels), 
and visual tokens (i.e., discrete tokens). We first “tokenize” the original image into 
visual tokens. Then we randomly mask some image patches and fed them into the 
backbone Transformer. The pre-training objective is to recover the original visual 
tokens based on the corrupted image patches. After pre-training BEIT, we directly 
fine-tune the model parameters on downstream tasks by appending task layers 
upon the pretrained encoder. Experimental results on image classification and 
semantic segmentation show that our model achieves competitive results with 
previous pre-training methods. 
 
Summary (GPT-4o): The paper presents BEIT (Bidirectional Encoder representation 
from Image Transformers), a self-supervised pre-training method for vision 
Transformers inspired by BERT's success in NLP. BEIT tackles the data-hungry 
nature of vision Transformers by introducing masked image modeling (MIM), where 
images are tokenized into discrete visual tokens using a discrete variational 



autoencoder (dVAE). During pre-training, a portion of image patches is masked, and 
the model learns to predict the corresponding visual tokens instead of raw pixels, 
allowing it to focus on higher-level semantic information rather than low-level pixel 
details. This approach enables BEIT to eaectively pre-train vision Transformers, 
which are later fine-tuned for tasks like image classification and semantic 
segmentation. The model outperforms both from-scratch training and previous self-
supervised models, showing faster convergence and better stability during fine-
tuning. BEIT also learns to identify semantic regions in images without human 
annotations, oaering a scalable and eaicient solution for pre-training vision models. 
The paper suggests that BEIT can further improve by scaling up model and data 
sizes and potentially integrating multimodal pre-training with shared architectures 
for text and images. 
 

 

3. Scripts and Code Blocks 
 
Work can be viewable in the following pull request: https://github.com/Human-
Augment-Analytics/NFHM/pull/34 
 
Some of the testing done for image captioning 



 

 Updates to Florence-2 classification code: 



 

Made the scripts run for the entire dataset, for each species (~10000 images). 
Example with Butterfly: 

 



 

 

 

 From this we can see that Florence-2 is doing no better than noise probability in 
 determining the correct species from the image. As per Dr. Porto’s suggestion, next 
 week will be focused on working with NN approach on image embeddings. 

4. Documentation 

Documentation can be viewed on the jupyter notebook found on NFHM repo 
https://github.com/Human-Augment-Analytics/NFHM/blob/main/jupyter-
workpad/vlm4_bio/vlm4bio_classification.ipynb 

 



5. Next Week Proposal 
- Investigate using generated_ids with caption text on as cosine sim.  
- Change classification strategy from cosine similarity of text-image embedding to 

NN of image-embeddings 
- Create model-eval statistics with old method (cosine sim.) vs new method (NN) 


