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1. Time Log 
What progress did you make last week? 
- Added Euclidean distance as a metric to model eval 
- Added Arborclip as another model to compare 
- Vectorized the comparison calculations for larger metrics evaluation (30,000 

images) 
- Produced visual representation for model evaluation comparison 

 

2. Abstract 
Nguyen, D.M.H., et al. 2023. LVM-Med: Learning Large-Scale Self-Supervised Vision 
Models for Medical Imaging via Second-order Graph Matching. arXiv:2306.11925v3. 
http://doi.org/10.48550/arXiv.2306.11925 
 
Abstract: Obtaining large pre-trained models that can be fine-tuned to new tasks 
with limited annotated samples has remained an open challenge for medical 
imaging data. While pre-trained deep networks on ImageNet and vision-language 
foundation models trained on web-scale data are prevailing approaches, their 
eZectiveness on medical tasks is limited due to the significant domain shift 
between natural and medical images. To bridge this gap, we introduce LVM-Med, the 
first family of deep networks trained on large-scale medical datasets. We have 
collected approximately 1.3 million medical images from 55 publicly available 
datasets, covering a large number of organs and modalities such as CT, MRI, X-ray, 
and Ultrasound. We benchmark several state-of-the-art self-supervised algorithms 
on this dataset and propose a novel self-supervised contrastive learning algorithm 
using a graph-matching formulation. The proposed approach makes three 
contributions: (i) it integrates prior pair-wise image similarity metrics based on local 
and global information; (ii) it captures the structural constraints of feature 
embeddings through a loss function constructed via a combinatorial graph-
matching objective; and (iii) it can be trained eZiciently end-to-end using modern 
gradient-estimation techniques for black-box solvers. We thoroughly evaluate the 
proposed LVM-Med on 15 downstream medical tasks ranging from segmentation 
and classification to object detection, and both for the in and out-of-distribution 



settings. LVM-Med empirically outperforms a number of state-of-the-art supervised, 
self-supervised, and foundation models. For challenging tasks such as Brain Tumor 
Classification or Diabetic Retinopathy Grading, LVM-Med improves previous vision-
language models trained on 1 billion masks by 6-7% while using only a ResNet-50. 
 
Summary (GPT-4o): The paper titled "LVM-Med: Learning Large-Scale Self-
Supervised Vision Models for Medical Imaging via Second-order Graph Matching" 
introduces LVM-Med, a novel self-supervised learning (SSL) model specifically 
designed for medical imaging tasks. The authors address the limitations of pre-
trained models on natural images when applied to the medical domain due to 
domain shifts. LVM-Med is trained on a curated dataset of 1.3 million medical 
images from 55 publicly available datasets covering various organs and imaging 
modalities such as CT, MRI, X-ray, and Ultrasound. The key innovation of LVM-Med is 
its use of second-order graph matching, which integrates both local and global 
image information to enhance feature embeddings. The model is evaluated on 15 
downstream medical tasks, including segmentation and classification, 
demonstrating superior performance over state-of-the-art supervised and self-
supervised models like ResNet-50 and Vision Transformer (ViT). Furthermore, LVM-
Med outperforms foundation models such as CLIP and SAM by up to 7% on 
challenging tasks like brain tumor classification and diabetic retinopathy grading. 
The proposed approach highlights the potential of LVM-Med in improving medical 
image analysis and presents a significant step toward creating large-scale, self-
supervised vision models tailored for medical data. 
 

 

3. Scripts and Code Blocks  
 
Updated the stratification split  

 



Added Arborclip (loading using weights, from bioclip endpoint)  

 
 
The above changes were mainly to fix the way stratification was meant to work, the 
maximum was taken for the split size instead of the minimum (especially with larger 
datasets, the split may become 0.05. We want a decent stratified sample). Arborclip 
was another interesting model, built oZ the clip backbone and trained on further 



animalia species photos:  

 
 
Now with 4 models (Florence-2, Openclip, Bioclip, Arborclip), we wanted to run the 
evaluation metrics using all 30,000 images from the VLM4Bio dataset, to compare 
the contextual representation of the image embeddings created from these models.  
 
Looking at the pgvector documentation (https://github.com/pgvector/pgvector), we 
saw that Euclidean distance was another popular metric to compare embedding 
vectors. So we added that on top of cosine similarity as a metric:  

 
 



As the datasets were large (~30,000 embeddings), the comparison was vectorized  

 



 



After obtaining all the relevant information in a df, created graphs to demonstrate 
the results:  

 
 

4. Visualization 



Results in comparing time to generate embeddings for 300 images for each model:  

 

Graphs comparing Cosine Similarity and Euclidean Distance across Species and 
Genus:  



 



 



 



 



5. Next Week Proposal 
- Set up Ollama LLM viewer locally 
- Test InternVL vision model  
- Test implementation of Bioclip/Arborclip with Biocosmos 
- Update Vue to use Vite and .vue components 


