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1 Time Log

What progress did you make in the last week?

• Added InternVL model eval metrics

• Ran model eval with all models

• Set up Ollama Kotaemon locally to test LLM usage

• Updated frontend to use Vite build manager

• Fixed Readme for Biocosmos, wrote one for frontend

• Refactored frontend components to Composition API

• Did preliminary research on UNICOM

2 Abstract

Li, X., Xie, L., Zhang, J., Guo, J., Yao, L. (2024). UNICOM: Universal and Compact
Representation Learning for Image Retrieval. Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR) 2024.

Abstract Modern image retrieval methods typically rely on fine-tuning pre-trained encoders
to extract image-level descriptors. However, the most widely used models are pre-trained
on ImageNet-1K with limited classes. The pre-trained feature representation is therefore
not universal enough to generalize well to the diverse open-world classes. In this paper, we
first cluster the large-scale LAION 400M dataset into one million pseudo classes based on
the joint textual and visual features extracted by the CLIP model. Due to the confusion of
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label granularity, the automatically clustered dataset inevitably contains heavy inter-class
conflict. To alleviate such conflict, we randomly select partial inter-class prototypes to con-
struct the margin-based softmax loss. To further enhance the low-dimensional feature rep-
resentation, we randomly select partial feature dimensions when calculating the similarities
between embeddings and class-wise prototypes. The dual random partial selections are with
respect to the class dimension and the feature dimension of the prototype matrix, making
the classification conflict-robust and the feature embedding compact. Our method signifi-
cantly outperforms state-of-the-art unsupervised and supervised image retrieval approaches
on multiple benchmarks. The code and pre-trained models are released to facilitate future
research https://github.com/deepglint/unicom.

Summary (GPT-4o) The paper ”UNICOM: Universal and Compact Representation Learn-
ing for Image Retrieval” presents a new framework designed to address the challenges of large-
scale image retrieval by focusing on both universal applicability and compactness of image
representations. The authors introduce a novel contrastive learning approach combined with
a distillation process that helps to generate highly compressed embeddings without sacri-
ficing retrieval accuracy. UNICOM’s compact representations are designed to work across
diverse image datasets, ensuring strong performance without the need for task-specific fine-
tuning or adjustments. The paper demonstrates that, despite its smaller embedding size,
UNICOM achieves competitive or even superior results on standard image retrieval bench-
marks compared to other state-of-the-art methods. This balance between retrieval accuracy
and efficiency makes UNICOM well-suited for real-world scenarios where computational and
storage resources are limited, such as mobile or cloud-based applications. Overall, UNICOM
offers a scalable and practical solution for universal image retrieval tasks, with a focus on
reducing redundancy while maintaining retrieval precision.

3 Scripts and Code Blocks

The Model eval script, including all models can be found within the Zero Shot script here:
https://github.com/BioCosmos-AI/BioCosmos/blob/main/jupyter-workpad/vlm4_bio/

Zero_Shot_VLM4Bio.ipynb

Here are the additions of InternVL:
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The Vue refactor pull request can be found here:
https://github.com/Human-Augment-Analytics/NFHM/pull/38

Vite Config:

Here are some examples of the rewritten components:
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Search Component:
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Item Dialog:
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Results Display:
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App.vue:
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4 Visualization

Here is a flow describing the method of conducting the Zero Shot Model Eval:
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Here are the results of the Zero Shot Model Eval, including InternVL:
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5 Next Week Proposal

• Write questions relevant to NFHM on writing-dev channel

• Test image retrieval using UNICOM on VLM4Bio dataset

• Test knn using UNICOM on VLM4Bio dataset

• Investigate patch pooling on zero shot script
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