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Time Slot

1) What progress did you make in the last week?
- Met with the GaTech Team (Vy, Roman and myself on Wednesday evening)
- Met with GaTech + UoF collaborators.
- Continued last week’s WIP (DB versioning + embedding tags for segmenting

experiments)

2) What are you planning on working on next?
- Per today’s meeting, I’m going to focus on Florence-2’s trait grounding and trait referring

capabilities.

3) Is anything blocking you from getting work done?
- I’ll be traveling for a wedding the latter half of the week, so I may not have a report for

next week.

Abstracts & Summaries

1) Re-TASK: Revisiting LLM Tasks from Capability, Skill, and
Knowledge Perspectives
Conference/Journal: Not stated
Abstract: As large language models (LLMs) continue to scale, their enhanced performance often
proves insufficient for solving domain-specific tasks. Systematically analyzing their failures and
effectively enhancing their performance remain significant challenges. This paper introduces the
Re-TASK framework, a novel theoretical model that Revisits LLM Tasks from cApability, Skill,
Knowledge perspectives, guided by the principles of Bloom's Taxonomy and Knowledge Space
Theory. The Re-TASK framework provides a systematic methodology to deepen our
understanding, evaluation, and enhancement of LLMs for domain-specific tasks. It explores the
interplay among an LLM's capabilities, the knowledge it processes, and the skills it applies,
elucidating how these elements are interconnected and impact task performance. Our application
of the Re-TASK framework reveals that many failures in domain-specific tasks can be attributed
to insufficient knowledge or inadequate skill adaptation. With this insight, we propose structured
strategies for enhancing LLMs through targeted knowledge injection and skill adaptation.



Specifically, we identify key capability items associated with tasks and employ a deliberately
designed prompting strategy to enhance task performance, thereby reducing the need for
extensive fine-tuning. Alternatively, we fine-tune the LLM using capability-specific instructions,
further validating the efficacy of our framework. Experimental results confirm the framework's
effectiveness, demonstrating substantial improvements in both the performance and applicability
of LLMs.
Summary: This paper presents the Re-TASK framework, which helps improve large language
models (LLMs) for specific tasks by analyzing their capabilities, knowledge, and skills. It
identifies reasons for their failures and suggests targeted strategies to enhance their performance
without needing extensive adjustments.
Link: https://arxiv.org/abs/2408.06904
Code: N/A
Relevance: Part of our long term vision is to have an LLM interface capable of delegating queries
to appropriate, well-defined tasks. This paper is part of my research into that.

Scripts and Code Blocks

Code contributions can be found at this PR: https://github.com/BioCosmos-AI/BioCosmos/pull/2

This week is a continuation of last week. Primary accomplishments:
1) Finally got DB versioning working with Flyway. I’m going to have Roman or Vy test this on

their machines before I merge.
2) Support end-to-end arbitrary tagging from the generate-embedding stage to API search

Some highlights:

https://arxiv.org/abs/2408.06904
https://github.com/BioCosmos-AI/BioCosmos/pull/2


New entrypoint into Postgres



The /search endpoint now accepts a query parameter “embed_version” to filter tagged rows.

Flow Charts/Diagrams

Nothing new flow-chart wise to show.

Documentation
I added documentation to the repo’s README



Results Visualization + Proof of Work
When generating embeddings, we can now tag an arbitrary “embed_model”.

$ bin/ingest_embed --embed_model=thomas_experiment_1

And on the read-side of the equation, we can filter our focus to a specific tagged version of generated
embeddings:



Next Week’s Proposal
- Merge this week’s work
- Focus on Florence-2 and training groundings/referrings


