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Time Slot

1) What progress did you make in the last week?
- Met with the GaTech Team (Vy, Roman and myself)
- Met again with UoF collaborators (Dr Porto, Moritz and Chris),
- Explored techniques for experimenting with different CV/multi-modal models
- Helped Vy debug her local dev environment

2) What are you planning on working on next?
- Continue exploring different CV/multi-modal models (bioclip, florence-2, etc.)
- Depending on when the ingestor team’s available (they’re in Japan, as I understand), meet

with them.

3) Is anything blocking you from getting work done?
- Looks like the Yale Peabody Museum’s servers may be throttling our requests. Not a

“blocker”, but an inconvenience nonetheless.

Abstracts & Summaries

1) VLM4Bio: A Benchmark Dataset to Evaluate Pretrained
Vision-Language Models for Trait Discovery from Biological
Images
Conference/Journal: Not stated
Abstract: Images of the natural world collected by a variety of cameras from drones to individual
phones are increasingly abundant sources of biological information. There is an explosion of
computational methods and tools particularly computer vision for extracting biologically relevant
information from images for science and conservation. Yet most of these are bespoke approaches
designed for a specific task and are not easily adaptable or extendable to new questions contexts
and datasets. A vision model for general organismal biology questions on images is of timely
need. To approach this we curate and release TreeOfLife-10M the largest and most diverse
ML-ready dataset of biology images. We then develop BioCLIP a foundation model for the tree
of life leveraging the unique properties of biology captured by TreeOfLife-10M namely the



abundance and variety of images of plants animals and fungi together with the availability of rich
structured biological knowledge. We rigorously benchmark our approach on diverse fine-grained
biology classification tasks and find that BioCLIP consistently and substantially outperforms
existing baselines (by 17% to 20% absolute). Intrinsic evaluation reveals that BioCLIP has
learned a hierarchical representation conforming to the tree of life shedding light on its strong
generalizability. All data code and models will be publicly released upon acceptance.
Summary: This paper discusses the importance of using images of nature to gather biological
information and the development of a new model called BIOCLIP that can classify different
organisms in images more accurately than existing methods.
Link:https://openaccess.thecvf.com/content/CVPR2024/html/Stevens_BioCLIP_A_Vision_Foun
dation_Model_for_the_Tree_of_Life_CVPR_2024_paper.html
Code: https://imageomics.github.io/bioclip/

Scripts and Code Blocks

This week I merged my code contributions from last week into the new BioCosmos. See here and here

Additionally, I’ve opened a new PR to the new BioCosmos repo. Per my time slot report above, this
week I explored techniques to facilitate experimenting with models. That is to say, I want it to be easy to
pick a model, generate embeddings, and casually compare vector search results. Later, I also want to
make it easy to formally compare and automatically compare vector search results, perhaps via a
tool/dataset like VLM4Bio. Still very much a WIP, my work toward this goal can be found here:
https://github.com/BioCosmos-AI/BioCosmos/pull/2/files

Specifically, what I’ve done so far:
1) Update the embed_ingest job to accept command line arguments for using different OpenClip

models and different trained weights
2) Flyway (WIP) integration with postgres to allow for easy versioning/mutation of the Postgres

schema/DDL.
3) New columns in the search_records table which will eventually allow API users to specify which

embed/experiment version to query their vector search from
4) Minor code improvements, like exponential backoff retries on requests to fetch images from

YPM. This is because YPM appears to be throttling our requests to their servers.

https://openaccess.thecvf.com/content/CVPR2024/html/Stevens_BioCLIP_A_Vision_Foundation_Model_for_the_Tree_of_Life_CVPR_2024_paper.html
https://openaccess.thecvf.com/content/CVPR2024/html/Stevens_BioCLIP_A_Vision_Foundation_Model_for_the_Tree_of_Life_CVPR_2024_paper.html
https://imageomics.github.io/bioclip/
https://github.com/Human-Augment-Analytics/NFHM/pull/31
https://github.com/BioCosmos-AI/BioCosmos/pull/1
https://github.com/sammarfy/VLM4Bio
https://github.com/BioCosmos-AI/BioCosmos/pull/2/files


The following three code screenshots show the new ability to specify OpenClip models and pretrained
weights from the CLI:



Schema changes to Postgres to support (eventually) specifying experiment versions when querying the



backend API:

Retry logic with exponential backoff for hopefully handling throttles from YPM. I still need to examine
the headers and see if there’s any 429 details on when the rate limit will be lifted. If provided, we can be



more intelligent in our retry logic.

And part of my yet-unfinished attempt at integrating Flyway into our Postgres Docker container for
schema versioning:



Flow Charts/Diagrams

Nothing new flow-chart wise to show just yet.

Documentation
The primary documentation changes for this week are that one can pass model and pretrained weights
parameters to the ingest_embed job. For example:

$ bin/ingest_embed --model="Vit-B-32" --pretrained="laion2b_s34b_b79k"



Results Visualization
No results to visualize this week.

Proof of Work
Still a WIP as of this week. Should have the end-to-end flow working by next week and can provide a
proof of it then.

Next Week’s Proposal
- Finish the model-selection support I started this week.
- Meet with Roman and Vy (and optionally Bree and Dr Porto) as usual on Wednesday.
- Meet with UoF collaborators, depending on schedules


