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• What did you do this week? 
o Initial research into relevant literature 
o Completed Methods Research document 
o Went through code of previous iteration of this project 
o Implemented code to preprocess new datasets 

• What are you going to do next week? 
o Setup Microsoft Planner to track project history 
o Create a repository for all members of project to share code 
o Perform first run of fine-tuning pretrained LLM on new datasets 

• Blockers, things you want to flag, problems, etc.  

Abstract 

Jack Blandin and Ian A. Kash. 2024. Learning Fairness from Demonstrations via Inverse 
Reinforcement Learning. In Proceedings of the 2024 ACM Conference on Fairness, 
Accountability, and Transparency (FAccT '24). Association for Computing Machinery, New 
York, NY, USA, 51–61. https://doi.org/10.1145/3630106.3658539 

Summary:  

Defining fairness in algorithms can be difficult, especially when applying them to new 
situations. This research presents a new method that uses inverse reinforcement learning 
(IRL) to learn fairness preferences from human experts or existing algorithms, allowing 
these preferences to be applied in different classification tasks without needing extensive 
adjustments. This approach helps create fair classifiers in areas where fairness guidelines 
have not yet been clearly established. 

https://doi.org/10.1145/3630106.3658539


What did you do and prove it 
Screenshots of Methods Research document:  

 

  

 Screenshot of code: 



 

 

This code breaks up the recommendation letter text into three sets: S1, S2, and S3. S1 
consists of sentences that use the applicants anonymized name, S2 consists of pronouns 
that refer to the applicant, and S3 consists of all other sentences. The text is further 
processed by replacing all gender-identifying language with a gender-neutral equivalent.  


