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BARRY MAZUR AND KARL RUBIN, WITH AN APPENDIX BY MICHAEL LARSEN

Abstract. If V is an irreducible algebraic variety over a number field K,
and L is a field containing K, we say that V is diophantine-stable for L/K
if V (L) = V (K). We prove that if V is either a simple abelian variety, or
a curve of genus at least one, then under mild hypotheses there is a set S
of rational primes with positive density such that for every ` 2 S and every
n � 1, there are infinitely many cyclic extensions L/K of degree `n for which
V is diophantine-stable. We use this result to study the collection of finite
extensions of K generated by points in V (K̄).
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2 BARRY MAZUR AND KARL RUBIN

Part 1. Introduction, conjectures and results

1. Introduction

Throughout Part 1 (§1 through §4) we fix a number field K.

A. Diophantine stability. For any field K, we denote by K̄ a fixed separable
closure of K, and by G

K

the absolute Galois group Gal(K̄/K).

Definition 1.1. Suppose V is an irreducible algebraic variety over K. If L is a
field containing K, we say that V is diophantine-stable for L/K if V (L) = V (K).

If ` is a rational prime, we say that V is `-diophantine-stable over K if for every
positive integer n, and every finite set ⌃ of places of K, there are infinitely many
cyclic extensions L/K of degree `n, completely split at all places v 2 ⌃, such that
V (L) = V (K).

The main results of this paper are the following two theorems.

Theorem 1.2. Suppose A is a simple abelian variety over K and all K̄-endo-
morphisms of A are defined over K. Then there is a set S of rational primes with
positive density such that A is `-diophantine-stable over K for every ` 2 S.

Theorem 1.3. Suppose X is an irreducible curve over K, and let X̃ be the nor-
malization and completion of X. If X̃ has genus � 1, and all K̄-endomorphisms of
the jacobian of X̃ are defined over K, then there is a set S of rational primes with
positive density such that X is `-diophantine-stable over K for every ` 2 S.

Remarks 1.4. (1) Note that our assumptions on A imply that A is absolutely
simple. It is natural to ask whether the assumption on End(A) is necessary, and
whether the assumption that A is simple is necessary. See Remark 10.4 for more
about the latter question.

(2) The condition on the endomorphism algebra in Theorems 1.2 and 1.3 can
always be satisfied by enlarging K.

(3) For each ` 2 S in Theorem 1.2 and each n � 1, Theorem 11.2 below gives
a quantitative lower bound for the number of cyclic extensions of degree `n and
bounded conductor for which A is `-diophantine-stable.

We will deduce Theorem 1.3 from Theorem 1.2 in §3 below, and prove the follow-
ing consequences in §4. Corollary 1.5 is proved by applying Theorem 1.3 repeatedly
to the modular curve X0(p), and Corollary 1.6 by applying Theorem 1.3 repeatedly
to an elliptic curve over Q of positive rank and using results of Shlapentokh.

Corollary 1.5. Let p � 23 and p 6= 37, 43, 67, 163. There are uncountably many
pairwise non-isomorphic subfields L of Q̄ such that no elliptic curve defined over L
possesses an L-rational subgroup of order p.

Corollary 1.6. For every prime p, there are uncountably many pairwise non-
isomorphic totally real fields L of algebraic numbers in Q

p

over which the following
two statements both hold:

(i) There is a diophantine definition of Z in the ring of integers O
L

of L.
In particular, Hilbert’s Tenth Problem has a negative answer for O

L

; i.e.,
there does not exist an algorithm to determine whether a polynomial (in
many variables) with coe�cients in O

L

has a solution in O
L

.
(ii) There exists a first-order definition of the ring Z in L. The first-order

theory for such fields L is undecidable.
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B. Fields generated by points on varieties. Our original motivation for The-
orem 1.3 was to understand, given a variety V over K, the set of (necessarily finite)
extensions of K generated by a single K̄-point of V . More precisely, we make the
following definition.

Definition 1.7. Suppose V is a variety defined over K. A finite extension L/K
is generated over K by a point of V if (any of) the following equivalent conditions
hold:

• There is a point x 2 V (L) such that x /2 V (L0) for any proper subextension
L0/K.

• There is an x 2 V (K̄) such that L = K(x).
• There is an open subvariety W ⇢ V , an embedding W ,! AN defined over
K, and a point in the image of W whose coordinates generate L over K.

If V is a variety over K we will say that L/K belongs to V if L/K is generated by
a point of V over K. Denote by L(V ;K) the set of finite extensions of K belonging
to V , that is:

L(V ;K) := {K(x)/K : x 2 V (K̄)}.

For example, if V contains a curve isomorphic over K to an open subset of P1,
then it follows from the primitive element theorem that every finite extension of
K belongs to V . It seems natural to us to conjecture the converse. We prove this
conjecture for irreducible curves. Specifically:

Theorem 1.8. Let X be an irreducible curve over K. Then the following are
equivalent:

(i) all but finitely many finite extensions L/K belong to X,
(ii) X is birationally isomorphic (over K) to the projective line.

Theorem 1.8 is a special case of Theorem 1.10 below, taking Y = P1.
More generally, one can ask to what extent L(X;K) determines the curve X.

Question 1.9. Let X and Y be irreducible smooth projective curves over a number
field K. If L(X;K) = L(Y ;K), are X and Y necessarily isomorphic over K̄?

With K̄ replaced by K in Question 1.9, the answer is “no”. A family of coun-
terexamples found by Daniel Goldstein and Zev Klagsbrun is given in Proposition
2.5 below. However, Theorem 1.10 below shows that a stronger version of Question
1.9 has a positive answer if X has genus zero.

We will write L(X;K) ⇡ L(Y ;K) to mean that L(X;K) and L(Y ;K) agree up
to a finite number of elements, i.e., the symmetric di↵erence

L(X;K) [ L(Y ;K)� L(X;K) \ L(Y ;K)

is finite.
We can also ask Question 1.9 with “=” replaced by “⇡”. Lemma 2.4 below

shows that up to “⇡” equivalence, L(X;K) is a birational invariant of the curve
X.

Theorem 1.10. Suppose X and Y are irreducible curves over K, and Y has genus
zero. Then L(X;K) ⇡ L(Y ;K) if and only if X and Y are birationally isomorphic
over K.

Theorem 1.10 will be proved in §2.
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C. Growth of Mordell-Weil ranks in cyclic extensions. Fix an abelian vari-
ety A over K. Theorem 1.2 produces a large number of cyclic extensions L/K such
that rank(A(L)) = rank(A(K)). For fixed m � 2, it is natural to ask how “large”
is the set

S
m

(A/K) := {L/K cyclic of degree m : rank(A(L)) > rank(A(K))}.
In §11 we use the proof of Theorem 1.2 to give quantitative information about the
size of S

`

n(A/K) for prime powers `n.
Conditional on the Birch and Swinnerton-Dyer Conjecture, S

m

(A/K) is closely
related to the collection of 1-dimensional characters � of K of order dividing m
such that the L-function L(A,�; s) of the abelian variety A twisted by � has a zero
at the central point s = 1. There is a good deal of literature on the statistics of
such zeroes, particularly in the case where A = E is an elliptic curve over Q. For `
prime let

N
E,`

(x) := |{Dirichlet characters � of order ` : cond(�)  x and L(E,�, 1) = 0}|.
David, Fearnley and Kisilevsky [DFK] conjecture that lim

x!1 N
E,`

(x) is infinite
for `  5, and finite for ` � 7. More precisely, the Birch and Swinnerton-Dyer
Conjecture would imply

logN
E,2(x) ⇠ log(x),

and David, Fearnley and Kisilevsky [DFK] conjecture that as x ! 1,

logN
E,3(x) ⇠ 1

2 log(x), logN
E,5(x) ⌧✏

✏ log(x) for all ✏ > 0.

Examples with L(E,�, 1) = 0 for � of large order ` seem to be quite rare over
Q. Fearnley and Kisilevsky [FK] provide examples when ` = 7 and one example
with ` = 11 (the curve E : y2 + xy = x3 + x2 � 32x+ 58 of conductor 5906, with �
of conductor 23).

In contrast, working over more general number fields there can be a large supply
of cyclic extensions L/K in which the rank grows. We will say that a cyclic extension
L/K is of dihedral type if there are subfields k ⇢ K0 ⇢ K and L0 ⇢ L such that
[K0 : k] = 2, L0/k is Galois with dihedral Galois group, and KL0 = L. The
rank frequently grows in extensions of dihedral type, as can be detected for parity
reasons, and sometimes buttressed by Heegner point constructions. See [MR1, §2,
§3] and [MR3, Theorem B]. This raises the following natural question.

Question 1.11. Suppose V is either an abelian variety or an irreducible curve of
genus at least one over K. Is there a bound M(V ) such that if L/K is cyclic of
degree ` > M(V ) and not of dihedral type, then V (L) = V (K)?

A positive answer to Question 1.11 for abelian varieties implies a positive an-
swer for irreducible curves of positive genus, exactly as Theorem 1.3 follows from
Theorem 1.2 (see §3).
D. Outline of the paper. In §2 we prove Theorem 1.10. The rest of Part 1 is
devoted to deducing Theorem 1.3 from Theorem 1.2, and deducing Corollary 1.5
from Theorem 1.3. The heart of the paper is Part 2 (sections 6 through 10), where
we prove Theorem 1.2. In §11 we give quantitative information about the number
of extensions L/K relative to which our given abelian variety is diophantine-stable.

Here is a brief description of the strategy of the proof of Theorem 1.2 in the case
when End(A) = Z and n = 1. (For a more thorough description see §5, the introduc-
tion to Part 2.) The strategy in the general case is similar, but must deal with the
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complexities of the endomorphism ring of A. If L/K is a cyclic extension of degree
`, we show (Proposition 8.8) that rank(A(L)) = rank(A(K)) if and only if a certain
Selmer group we call Sel(L/K,A[`]) vanishes. The Selmer group Sel(L/K,A[`]) is
a subgroup of H1(K,A[`]) cut out by local conditions H

`

(L
v

/K
v

) ⇢ H1(K
v

, A[`])
for every place v, that depend on the local extension L

v

/K
v

. Thus finding L with
A(L) = A(K) is almost the same as finding L with “good local conditions” so that
Sel(L/K,A[`]) = 0.

If v is a prime of K, not dividing `, where A has good reduction, we call v
“critical” if dimF` A[`]/(Fr

v

�1)A[`] = 1, and “silent” if dimF` A[`]/(Fr
v

�1)A[`] = 0.
If v is a critical prime, then the local conditionH

`

(L
v

/K
v

) only depends on whether
L/K is ramified at v or not. If v is a silent prime, then H

`

(L
v

/K
v

) = 0 and does
not depend on L at all. Given a su�ciently large supply of critical primes, we show
(Propositions 9.10 and 9.17) how to choose a finite set ⌃

c

of critical primes so that
if ⌃

s

is any finite set of silent primes, L/K is completely split at all primes of bad
reduction and all primes above `, and the set of primes ramifying in L/K is ⌃

c

[⌃
s

,
then Sel(L/K,A[`]) = 0.

The existence of critical primes and silent primes for a set of rational primes `
with positive density is Theorem A.1 of the Appendix by Michael Larsen. We are
very grateful to Larsen for providing the Appendix, and to Robert Guralnick, with
whom we consulted and who patiently explained much of the theory to us. We also
thank Daniel Goldstein and Zev Klagsbrun for Proposition 2.5 below.

2. Fields generated by points on varieties

Recall that for a variety V over K we have defined

L(V ;K) := {K(x)/K : x 2 V (K̄)}.

A. Brauer-Severi varieties. Suppose that X is a variety defined over K and
isomorphic over K̄ to Pn, i.e., X is an n-dimensional Brauer-Severi variety. Let
Br(K) := H2(G

K

, K̄⇥) denote the Brauer group of K. As a twist of Pn, X corre-
sponds to a class in H1(G

K

,Aut
K̄

(Pn)), so using the map

H1(G
K

,Aut
K̄

(Pn)) = H1(G
K

,PSL
n+1(K̄)) ,! H2(G

K

,µ
n+1) = Br(K)[n+ 1]

X determines (and is determined up to K-isomorphism by) a class

c
X

2 Br(K)[n+ 1].

For every place v of K, let inv
v

: Br(K) ! Br(K
v

) ! Q/Z denote the local
invariant.

Proposition 2.1. Suppose that X is a Brauer-Severi variety over K, and let c
X

2
Br(K) be the corresponding Brauer class. If L is a finite extension of K then the
following are equivalent:

(i) X(L) is nonempty,
(ii) L 2 L(X;K),
(iii) [L

w

: K
v

]inv
v

(c
X

) = 0 for every v of K and every w of L above v.

Proof. Let n := dim(X), and suppose X(L) is nonempty. Then X is isomorphic
over L to Pn. If K ⇢ F ⇢ L then the Weil restriction of scalars ResF

K

X is a variety
of dimension n[F : K], and there is a natural embedding

ResF
K

X �! ResL
K

X.
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If we define W := ResL
K

X �[
K⇢F(L

ResF
K

X then W is a (nonempty) Zariski open
subvariety of the rational variety ResL

K

X, so in particular W (K) is nonempty. But
taking K points in the definition of W shows that

W (K) = (ResL
K

X)(K)� [
K⇢F(L

(ResF
K

X)(K) = X(L)� [
K⇢F(L

X(F ).

Thus X(L) properly contains [
K⇢F(L

X(F ), so L 2 L(X;K) and (i) ) (ii).
If v is a place of K and w is a place of L above v, then (see for example [SCF,

Proposition 2, §1.3])
(2.2) inv

w

(Res
L

(c
X

)) = [L
w

: K
v

]inv
v

(c
X

).

If L 2 L(X;K), then by definition X(L) is nonempty, so X is isomorphic over L
to Pn and Res

L

(c
X

) = 0. Thus (2.2) shows that (ii) ) (iii).
Finally, if (iii) holds then inv

w

(Res
L

(c
X

)) = 0 for every w of L by (2.2), so
Res

L

(c
X

) = 0 (see for example [TCF, Corollary 9.8]). Hence X is isomorphic over
L to Pn, so X(L) is nonempty and we have (iii) ) (i). ⇤
Corollary 2.3. If X and Y are Brauer-Severi varieties, then L(X;K) = L(Y ;K)
if and only if inv

v

(c
X

) and inv
v

(c
Y

) have the same denominator for every v.

Proof. This follows directly from the equivalence (ii) , (iii) of Proposition 2.1. ⇤
B. Curves. For this subsection X will be a curve over K, and we will prove
Theorem 1.10.

Lemma 2.4. Suppose X and Y are curves defined over K and birationally iso-
morphic over K. Then L(X;K) ⇡ L(Y ;K).

Proof. If X and Y are birationally isomorphic, then there are Zariski open subsets
U
X

⇢ X, U
Y

⇢ Y such that U
X

⇠= U
Y

over K. Let T denote the finite variety
X � U

X

. Then
L(X;K) = L(U

X

;K) [ L(T ;K),

and L(T ;K) is finite. Therefore L(X;K) ⇡ L(U
X

;K), and similarly for Y , so

L(X;K) ⇡ L(U
X

;K) = L(U
Y

;K) ⇡ L(Y ;K).

⇤
Recall the statement of Theorem 1.10:

Theorem 1.10. Suppose X and Y are irreducible curves over K, and Y has genus
zero. Then L(X;K) ⇡ L(Y ;K) if and only if X and Y are birationally isomorphic
over K.

Proof of Theorem 1.10. The ‘if’ direction is Lemma 2.4. Suppose now that X and
Y are not birationally isomorphic over K; we will show that L(X;K) 6⇡ L(Y ;K).

Replacing X and Y by their normalizations and completions (and using Lemma
2.4 again), we may assume without loss of generality that X and Y are both smooth
and projective.

Case 1: X has genus zero. In this case X and Y are one-dimensional Brauer-
Severi varieties, so we can apply Proposition 2.1. Let c

X

, c
Y

2 Br(K)[2] be the
corresponding Brauer classes. Since X and Y are not isomorphic, there is a place v
such that (switching X and Y if necessary) inv

v

(c
X

) = 0 and inv
v

(c
Y

) = 1/2. Let
T be the (finite) set of places of K di↵erent from v where inv

v

(c
X

) and inv
v

(c
Y

)
are not both zero. If L/K is a quadratic extension in which v splits, but no place
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in T splits, then by Proposition 2.1 we have L 2 L(X;K) but L /2 L(Y ;K). There
are infinitely many such L, so L(X;K) 6⇡ L(Y ;K).

Case 2: X has genus at least one. Let K 0/K be a finite extension large enough so
that all K̄-endomorphisms of the jacobian of X are defined over K 0, and Y (K 0) is
nonempty. By Theorem 1.3 applied to X/K 0 we can find infinitely many nontrivial
cyclic extensions L/K 0 such that X(L) = X(K 0), so in particular L /2 L(X;K).
But Y (L) is nonempty, so L 2 L(Y ;K) by Proposition 2.1. Since there are infinitely
many such L, we conclude that L(X;K) 6⇡ L(Y ;K). ⇤
C. Principal homogeneous spaces for abelian varieties. The following prop-
osition was suggested by Daniel Goldstein and Zev Klagsbrun. It shows that the
answer to Question 1.9 is “no” if K̄ is replaced by K. To see this, suppose that A
is an elliptic curve, and a,a0 2 H1(K,A) generate the same cyclic subgroup, but
there is no ↵ 2 Aut

K

(A) such that a0 = ↵a. Then the corresponding principal
homogeneous spaces X,X 0 are not isomorphic over K, but Proposition 2.5 shows
that L(X;K) = L(X 0;K).

Proposition 2.5. Fix an abelian variety A, and suppose X and X 0 are principal
homogeneous spaces over K for A with corresponding classes a,a0 2 H1(K,A). If
the cyclic subgroups Za and Za0 are equal, then L(X;K) = L(X 0;K).

Proof. Fix n such that na = 0. The short exact sequence

0 ! A[n] ! A(K̄) ! A(K̄) ! 0

leads to the descent exact sequence

0 �! A(K)/nA(K) �! H1(K,A[n]) �! H1(K,A)[n] �! 0,

and it follows that a can be represented by a cocycle � 7! a
�

with a
�

2 A[n]. Since
a and a0 generate the same subgroup, for some m 2 (Z/nZ)⇥ we can represent a0

by � 7! a0
�

with a0
�

= ma
�

.
There are isomorphisms � : A ! X, �0 : A ! X 0 defined over K̄ such that if

P 2 A(K̄) and � 2 G
K

, then

�(P )� = �(P� + a
�

), �0(P )� = �0(P� + a0
�

)

In particular, if � 2 G
K

then

�(P )� = �(P ) () P� � P = �a
�

,

so

(2.6) K(�(P )) is the fixed field of the subgroup {� 2 G
K

: P� � P = �a
�

}
and similarly with � and a replaced by �0 and a0.

Suppose L 2 L(X;K). Then we can fix P 2 A(K̄) such that K(�(P )) = L. In
other words, by (2.6) we have

(2.7) G
L

= {� 2 G
K

: P� � P = �a
�

}.
Since the set {P��P +a

�

: � 2 G
K

} is finite and m is relatively prime to n, we can
choose r 2 Z with r ⌘ m (mod n) such that {P� � P + a

�

: � 2 G
K

} \ A[r] = 0.
Then by (2.7)

{� 2 G
K

: (rP )� � rP = �a0
�

} = {� 2 G
K

: (rP )� � rP = �ra
�

}
= {� 2 G

K

: P� � P = �a
�

} = G
L

,
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so (2.6) applied to �0 and a0 shows that K(�0(rP )) = L, i.e., L 2 L(X 0;K). Thus
L(X;K) ⇢ L(X 0;K), and reversing the roles of X and X 0 shows that we have
equality. ⇤

It seems natural to ask the following question about a possible converse to Propo-
sition 2.5.

Question 2.8. Suppose that A is an abelian variety, and X,X 0 are principal ho-
mogeneous spaces for A over K with corresponding classes a,a0 2 H1(K,A). If
L(X;K) = L(X 0;K), does it follow that a and a0 generate the same End

K

(A)-
submodule of H1(K,A)?

Example 2.9. Let E be the elliptic curve 571A1 : y2+y = x3�x2�929x�10595,
with EndQ(E) = EndQ̄(E) = Z. Then the Shafarevich-Tate group X(E/Q) ⇠=
Z/2Z ⇥ Z/2Z, and the three nontrivial elements (which generate distinct cyclic
subgroups of H1(Q, E)) are represented by the principal homogeneous spaces

X1 : y2 = �19x4 + 112x3 � 142x2 � 68x� 7

X2 : y2 = �16x4 � 82x3 � 52x2 + 136x� 44

X3 : y2 = �x4 � 26x3 � 148x2 + 274x� 111.

Let d1 = 17, d2 = 41, and d3 = 89. A computation in Sage [Sag] shows that
Q(

p
d
i

) 2 L(X
j

;Q) if and only if i = j, so the sets L(X
j

;Q) are distinct.

3. Theorem 1.2 implies Theorem 1.3

In this section we deduce Theorem 1.3 from Theorem 1.2.

Lemma 3.1. The conclusion of Theorem 1.3 depends only on the birational equiv-
alence class of X over K. More precisely, if X, Y are irreducible curves over K,
birationally isomorphic over K, and ` is su�ciently large (depending on X and Y ),
then

X is `-diophantine-stable over K () Y is `-diophantine-stable over K.

Proof. It su�ces to prove the lemma in the case that Y is a dense open subset of
X. This is because any two K-birationally equivalent curves contain a common
open dense subvariety.

Let T := X � Y . Then T =
`

i2I

Spec(K
i

) for some finite index set I and
number fields K

i

containing K. Let � = max{[K
i

: K] : i 2 I}. Then for every
cyclic extension L/K of prime-power degree `n with ` > �, we have L\K

i

= K for
all i 2 I, so T (L) = T (K) and X(L) = X(K) () Y (L) = Y (K). ⇤

It su�ces, then, to prove Theorem 1.3 for irreducible projective smooth curves
X.

Lemma 3.2. Suppose f : X ! Y is a nonconstant map (defined over K) of
irreducible curves over K. If ` is su�ciently large (depending on X, Y , and f),
and Y is `-diophantine-stable over K, then X is `-diophantine-stable over K.

Proof. By Lemma 3.1 we may assume that f : X ! Y is a morphism of finite
degree, say d, of smooth projective curves. Let L/K be a cyclic extension of degree
`n with ` > d such that Y (L) = Y (K). We will show that X(L) = X(K).

Consider a point x 2 X(L), and let y := f(x) 2 Y (L) = Y (K). Form the fiber,
i.e., the zero-dimensional scheme T := f�1(y). Then x 2 T (L). As in the proof of
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Lemma 3.1, the reduction of the scheme T is a disjoint union of spectra of number
fields of degree at most d over K. Since ` > d, we have T (L) = T (K) and hence
x 2 X(K). ⇤

Lemma 3.3. Theorem 1.2 =) Theorem 1.3.

Proof. Let X̃ be the completion and normalization of X. Let D be a K-rational
divisor on X̃ of nonzero degree d, and define a nonconstant map over K from X̃ to
its jacobian J(X̃) by x 7! D� d · [x]. Let A be a simple abelian variety quotient of
J(X̃) defined over K, and let Y ⇢ A be the image of X̃. Theorem 1.2 applied to A
shows that there is a set S of primes, with positive density, such that A (and hence
Y as well) is `-diophantine-stable over K for every ` 2 S. It follows from Lemmas
3.1 and 3.2 that (for ` su�ciently large) X is `-diophantine-stable over K for every
` 2 S as well, i.e., the conclusion of Theorem 1.3 holds for X. ⇤

4. Infinite extensions

In this section we will prove Corollaries 1.5 and 1.6.

Theorem 4.1. Suppose V is either a simple abelian variety over K as in Theorem
1.2 or an irreducible curve over K as in Theorem 1.3. For every finite set ⌃ of
places of K, there are uncountably many pairwise non-isomorphic extensions L of
K in K̄ such that all places in ⌃ split completely in L, and V (L) = V (K).

Proof. Let

N := (n1, n2, n3, . . . )

be an arbitrary infinite sequence of positive integers. Using Theorem 1.3, choose
a prime `1 and a Galois extension K1/K, completely split at all v 2 ⌃, that is
cyclic of degree `n1

1 and such that V (K1) = V (K). Continue inductively, using
Theorem 1.3, to choose an increasing sequence of primes `1 < `2 < `3 < · · · and
a tower of fields K ⇢ K1 ⇢ K2 ⇢ K3 ⇢ · · · such that K

i

/K
i�1 is cyclic of degree

`ni
i

, completely split at all places above ⌃, and X(K
i

) = X(K) for every i. Let
KN := [

i�1Ki

⇢ K̄ \K
v

.
We have that X(KN ) = X(K) for every N . We claim further that no matter

what choices are made for the `
i

, the construction

N 7! KN

establishes an injection of the (uncountable) set of sequences N of positive integers
into the set of subfields of K̄ \K

v

. To see this, observe that by writing a subfield
F ⇢ K̄ as a union of finite extensions of K, one can define the degree [F : Q]
as a formal product

Q
p

pap over all primes p, with a
p

 1 (i.e., a supernatural
number). Then [KN : K] =

Q
i

`ni
i

, and since the `
i

are increasing, this formal
product determines the sequence N . Therefore there are uncountably many such
fields KN , and they are pairwise non-isomorphic. ⇤

Recall the statement of Corollary 1.5:

Corollary 1.5. Let p � 23 and p 6= 37, 43, 67, 163. There are uncountably many
pairwise non-isomorphic subfields L of Q̄ such that no elliptic curve defined over L
possesses an L-rational subgroup of order p.
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Proof of Corollary 1.5. By [Maz], if p is a prime satisfying the hypotheses of the
corollary, then the modular curve X := X0(p) defined over Q only has two rational
points, namely the cusps {0} and {1}, and the genus of X is greater than zero.
Since the jacobian of X is semistable, its endomorphisms are all defined over Q (see
[Rib]). Thus the hypotheses of Theorem 1.3 hold with K := Q, and Theorem 4.1
produces uncountably many subfields L of Q̄ such that X0(p) has no non-cuspidal
L-rational points. ⇤
Corollary 4.2. For every prime p, there are uncountably many pairwise non-
isomorphic fields L ⇢ Q̄ such that

(i) L is totally real,
(ii) p splits completely in L,
(iii) there is an elliptic curve E over Q such that E(L) is a finitely generated

infinite group.

Proof. Fix any elliptic curve E over Q with positive rank, and without complex
multiplication. Apply Theorem 4.1 to E with ⌃ = {1, p}. ⇤

Recall the statement of Corollary 1.6:

Corollary 1.6. For every prime p, there are uncountably many pairwise non-
isomorphic totally real fields L of algebraic numbers in Q

p

over which the following
two statements both hold:

(i) There is a diophantine definition of Z in the ring of integers O
L

of L.
In particular, Hilbert’s Tenth Problem has a negative answer for O

L

; i.e.,
there does not exist an algorithm to determine whether a polynomial (in
many variables) with coe�cients in O

L

has a solution in O
L

.
(ii) There exists a first-order definition of the ring Z in L. The first-order

theory for such fields L is undecidable.

Proof of Corollary 1.6. The corollary follows directly from Corollary 4.2 and re-
sults of Shlapentokh, as follows. Suppose L is an infinite extension of Q satisfying
Corollary 4.2(i,ii,iii). Assertion (i) follows from Corollary 4.2(i,iii) and [Sh1, Main
Theorem A]. Since p splits completely in L, the prime p is q-bounded (for every
rational prime q) in the sense of [Sh2, Definition 4.2], so assertion (ii) follows from
Corollary 4.2(ii,iii) and [Sh2, Theorem 8.5]. ⇤

Part 2. Abelian varieties and diophantine stability

5. Strategy of the proof

Notation. For sections 6 through 10 fix a simple abelian variety A defined over an
arbitrary field K (in practice K will be a number field or one of its completions).
Let R denote the center of End

K

(A), and M := R⌦Q. Since A is simple, M is a
number field and R is an order in M. Fix a rational prime ` that does not divide
the discriminant of R, and fix a prime � of M above `. In particular ` is unramified
in M/Q. Denote by M

�

the completion of M at �.

In the following sections we develop the machinery that we need to prove Theo-
rem 1.2. Here is a description of the strategy of the proof.

The standard method—perhaps the only fully proved method—of finding upper
bounds for Mordell-Weil ranks is the method of descent that seems to have been
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already present in some arguments due to Fermat and has been elaborated and
refined ever since. These days “descent” is done via computation of Selmer groups.
To check for diophantine stability we will be considering the relative theory; that
is, how things change when passing from our base field K to L, a cyclic extension
of prime power degree `n over K. The Galois group Gal(L/K) acts on the finite
dimensional Q-vector space A(L) ⌦ Q. Diophantine stability here requires that
the action be trivial; i.e, it requires that for any Galois character �

i

: G
K

! C⇤

of order `i (0 < i  n) that cuts out a nontrivial sub-extension, L
i

/K of L/K,
the �

i

-component of the Gal(L/K)-representation A(L) ⌦ C vanishes. Since this
representation is defined over Q, if, for i > 0, the �

i

-part of A(L)⌦C vanishes then

(5.1) A(L
i

)⌦Q = A(L
i�1)⌦Q.

Sections 6 and 7 below prepare for a discussion of a certain relevant relative
Selmer group, denoted Sel(L

i

/K,A[�]) defined in Section 8 that has the property
that its vanishing implies (5.1). More precisely, Proposition 8.8 below gives:

rankZA(L)  rankZA(K) + rankZ(R)
nX

i=1

�(`i) · dimR/�

Sel(L
i

/K,A[�]).

The key to the technique we adopt is that for all cyclic `n-extensions L/K (for
fixed `), the corresponding relative Selmer groups Sel(L/K,A[�]) are canonically
‘tied together’ as finite dimensional subspaces of a single (infinite dimensional)R/�-
vector space, namely H1(G

K

, A[�]). The subspace Sel(L/K,A[�]) of H1(G
K

, A[�])
is determined by specific local conditions at all places v of K, these local conditions
in turn being determined by A/K

v

and L
v

/K
v

where L
v

is the completion of L
at any prime of L above v. Even more specifically, Sel(L/K,A[�]) is determined
by A/K and the collection of local extensions L

v

/K
v

for v primes of K; moreover,
an ‘artificial Selmer subgroup’ of H1(G

K

, A[�]) can be defined corresponding to
any collection of local extensions L

v

/K
v

even if this collection doesn’t come from
a global L/K.

Nevertheless, when passing from one global extension L/K to another L0/K
of the same degree, one needs only change the local conditions that determine
Sel(L/K,A[�]) at a finite set of primes S to obtain the local conditions that deter-
mine Sel(L0/K,A[�]). Our aim, of course, is to find a large quantity of extensions
L/K with Sel(L/K,A[�]) = 0. We do this by starting with an arbitrary L/K
and then constructing inductively appropriate finite sets ⌃, with changes of lo-
cal conditions at the primes in ⌃ corresponding to extensions L0/K such that the
Sel(L0

i

/K,A[�]) = 0 for all i.
For this, it is essential that we are supplied with what we call critical primes and

silent primes.

Enough critical primes: Critical primes are judiciously chosen primes v for which
a change of local condition at v lowers the dimension of the corresponding Selmer
group by 1. They are primes v of good reduction for A and such that ` divides the
order of the multiplicative group of the residue field of v (no problem finding primes
of this sort) and such that the action of the Frobenius element at v on the vector
space A[�] has a one-dimensional fixed space. Here—given some other hypotheses
that will obtain when ` � 0—we make use of global duality to guarantee that
between the strictest local condition at v and the most relaxed local condition at
v, the corresponding Selmer groups di↵er in size by one dimension. Moreover, we
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engineer our choice of prime v so that the localization map from Sel(L/K,A[�])
onto the one-dimensional Selmer local condition at v is surjective. In this set-up,
any change of local condition subgroup at v will define an ‘artificial global Selmer
group’ of dimension dimR/�

Sel(L/K,A[�])� 1.
Iterating this process a finite number of times leads us to a modification of the

initial local conditions at finitely many critical primes, such that the artificially
constructed Selmer group is zero. This proved in Proposition 9.17.

Enough silent primes: For ` � 0, silent primes are primes v of good reduction for
A such that ` divides the order of the multiplicative group of the residue field of
v, and such that the Frobenius element at v has no nonzero fixed vectors in its
action on A[�]. For these primes the local cohomology group vanishes, so changing
the local extension L0

v

/K
v

at such primes doesn’t change the local condition, hence
doesn’t change the Selmer group. By making use of silent primes, we can ensure
that we have infinitely many collections of local data such that the corresponding
(artificial) Selmer group is zero. In addition, Larsen in his appendix requires the
existence of silent primes in order to prove the existence of critical primes.

In the description above, we chose a finite collection of local extensions L0
v

/K
v

with specified properties for the construction of our Selmer group, a single place
v at a time, to keep lowering dimension. At the end of this process, we need to
have a global extension L0/K corresponding to our collection of local extensions
{L0

v

/K
v

}
v

. The existence of such an L0 is given by Lemma 9.15.
In the appendix, Michael Larsen proves a general theorem (Theorem A.1) guar-

anteeing the existence of su�ciently many critical and silent primes in the general
context of Galois representations on A[�] for A a simple abelian variety over a
number field.

6. Twists of abelian varieties

Keep the notation from from the beginning of §5. In this section we recall results
from [MRS] about twists of abelian varieties. We will use these twists in §7 and
§8 to define the relative Selmer groups Sel(L/K,A[�]) described in §5.

Fix for this section a cyclic extension L/K of degree `n with n � 0. Let G :=
Gal(L/K). If n � 1 (i.e., if L 6= K), let L0 be the (unique) subfield of L of degree

`n�1 over K and G0 := Gal(L0/K) = G/G`

n�1

.

Definition 6.1. Define an ideal I
L

⇢ R[G] by

I
L

:=

(
ker(R[G] �! R[G0]) if n � 1,

R[G] if n = 0.

Then rankR(I
L

) = '(`n), where ' is the Euler '-function, and we define the L/K-
twist A

L

of A to be the abelian variety I
L

⌦A of dimension '(`n) dim(A) as defined
in [MRS, Definition 1.1]. Concretely, if n � 1 then

A
L

:= ker(ResL
K

A �! ResL
0

K

A).

Here ResL
K

A denotes the Weil restriction of scalars of A from L to K, and the map

is obtained by identifying ResL
K

A = ResL
0

K

ResL
L

0A and using the canonical map
ResL

L

0A ! A. If n = 0, we simply have A
K

= A.

See [MR3, §3] or [MRS] for a discussion of A
L

and its properties.



DIOPHANTINE STABILITY 13

Definition 6.2. With notation as above, let N
L/L

0 :=
P

�2Gal(L/L

0) � 2 R[G] if
n � 1 and N

L/L

0 = 0 if n = 0, and define

R
L

:= R[G]/N
L/L

0R[G]

so rankRR
L

= '(`n).
Fixing an identification G

⇠�! µ
`

n of G with the group of `n-th roots of unity in
M̄ induces an inclusion

R
L

,! M(µ
`

n)

that identifies R
L

with an order in M(µ
`

n). Since ` is unramified in M/Q we have
that � is totally ramified in M(µ

`

n)/M, and we let �
L

denote the (unique) prime
of R

L

above �.

Note that I
L

is the annihilator of N
L/L

0 in R[G], so I
L

is an R
L

-module. The
following proposition summarizes some of the properties of A

L

proved in [MRS]
that we will need.

Proposition 6.3. (i) The natural action of G on ResL
K

(A) induces an inclu-
sion R

L

⇢ End
K

(A
L

).
(ii) For every commutative K-algebra D, and every Galois extension F of K

containing L, there is a natural R
L

[Gal(F/K)]-equivariant isomorphism

A
L

(D ⌦
K

F ) ⇠= I
L

⌦R A(D ⌦
K

F ),

where R
L

acts on A
L

via the inclusion of (i) and on I
L

⌦ A(D ⌦
K

F )
by multiplication on I

L

, and � 2 Gal(L/K) acts on I
L

⌦ A(D ⌦
K

F ) as
��1 ⌦ (1⌦ �).

(iii) For every ideal b of R, the isomorphism of (ii) induces an isomorphism of
R

L

[G
K

]-modules

A
L

[b] ⇠= I
L

⌦R A[b].

(iv) For every commutative K-algebra D, the isomorphism of (ii) induces an
isomorphism of R-modules

A
L

(D) ⇠= I
L

⌦R[G] A(D ⌦
K

L)

where � 2 Gal(L/K) acts on D ⌦
K

L as 1⌦ �.

Proof. The first assertion is [MRS, Theorem 5.5], and the second is [MRS, Lemma
1.3]. Then (iii) follows from (ii) by takingD := K and F := K̄ (see [MRS, Theorem
2.2]), and (iv) follows from (ii) by setting F := L and taking Gal(L/K) invariants
of both sides (see [MRS, Theorem 1.4]). ⇤

Corollary 6.4. The isomorphism of Proposition 6.3(iii) induces an isomorphism
of R[G

K

]-modules

A
L

[�
L

] ⇠= A[�].

Proof. Fix a generator � of G, and let �̄ denote its projection to R
L

. Then �
L

is
generated by � and �̄ � 1, so Proposition 6.3(iii) shows that

A
L

[�
L

] = A
L

[�][�̄ � 1] = (I
L

⌦A[�])[�̄ � 1].

If L = K there is nothing to prove. If L 6= K then I
L

is defined by the exact
sequence

(6.5) 0 �! I
L

�! R[G] �! R[G0] �! 0.
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Tensoring the free R-modules of (6.5) with A[�] and taking the kernel of ��1 gives

(6.6) 0 �! A
L

[�
L

] �! (R[G]⌦A[�])[� � 1] �! R[G0]⌦A[�].

Explicitly,

(R[G]⌦A[�])[� � 1] = {
P

g2G

g ⌦ a : a 2 A[�]} ⇠= A[�],

and this is in the kernel of the right-hand map of (6.6), so the corollary follows. ⇤

7. Local fields and local conditions

In this section we use the twists A
L

of §6 to define the local conditions that will
be used in §8 to define our relative Selmer groups Sel(L/K,A[�]).

Let A, R, `, and � be as in §6, and keep the rest of the notation of §5 and §6 as
well. For this section we restrict to the case where K is a local field of characteristic
zero, i.e., a finite extension of some Q

`

or of R. Fix for this section a cyclic extension
L/K of `-power degree, and let G := Gal(L/K).

Definition 7.1. Define H
�

(L/K) ⇢ H1(K,A[�]) to be the image of the composi-
tion

A
L

(K)/�
L

A
L

(K) ,! H1(K,A
L

[�
L

]) ⇠= H1(K,A[�])

where �
L

is as in Definition 6.2, the first map is the Kummer map, and the second
map is the isomorphism of Corollary 6.4. (This Kummer map depends on the choice
of a generator of �

L

/�2
L

, but its image is independent of this choice.) When L = K,
H

�

(K/K) is just the image of the Kummer map

A(K)/�A(K) ,! H1(K,A[�])

and we will denote it simply by H
�

(K). We suppress the dependence on A from
the notation when possible, since A is fixed throughout this section.

If K is nonarchimedean of characteristic di↵erent from `, and A/K has good
reduction, we define

H1
ur(K,A[�]) := H1(Kur/K,A[�]),

the unramified subgroup of H1(K,A[�]).

Lemma 7.2. Suppose K is nonarchimedean of residue characteristic di↵erent from
`.

(i) We have dimF`(H�

(L/K)) = dimF` A(K)[�].
(ii) If A has good reduction and � 2 G

K

is an automorphism that restricts to
Frobenius in Gal(Kur/K), then

dimF`(H�

(L/K)) = dimF` A[�]/(�� 1)A[�].

Proof. Suppose K is nonarchimedean of residue characteristic di↵erent from `.
Then A

L

(K) has a subgroup of finite index that is `-divisible, so

A
L

(K)/�
L

A
L

(K) ⇠= A
L

(K)tors/�L

A
L

(K)tors ⇠= A
L

(K)[�
L

] ⇠= A(K)[�]

where the second isomorphism is non-canonical and the third is Corollary 6.4. Since
H

�

(L/K) ⇠= A
L

(K)/�
L

A
L

(K) by definition, this proves (i).
If further A has good reduction then A[�] ⇢ A(Kur). If � is an Frobenius

automorphism in Gal(Kur/K), then A(K)[�] = A[�]�=1 so

dimF` A(K)[�] = dimF` A[�]�=1 = dimF`(A[�]/(�� 1)A[�].

Now (ii) follows from (i). ⇤
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Lemma 7.3. Suppose K is nonarchimedean of residue characteristic di↵erent from
`, A/K has good reduction, and L/K is unramified.

(i) If � 2 G
K

is an automorphism that restricts to Frobenius in Gal(Kur/K),
then evaluation of cocycles at � induces an isomorphism

H1
ur(K,A[�])

⇠�! A[�]/(�� 1)A[�].

(ii) The twist A
L

has good reduction, and H
�

(L/K) = H1
ur(K,A[�]). In par-

ticular under these assumptions H
�

(L/K) is independent of L.

Proof. This is well-known. For (i), see for example [Ru, Lemma 1.3.2(i)]. That A
L

has good reduction when L/K is unramified follows from the criterion of Néron-
Ogg-Shafarevich and Proposition 6.3(iii). Since A

L

has good reduction and L/K
is unramified, we have H

�

(L/K) ⇢ H1
ur(K,A[�]), and further

dimF` H�

(L/K) = dimF`(A[�]/(�� 1)A[�]) = dimF` H
1
ur(K,A[�])

using Lemma 7.2(ii) for the first equality, and (i) for the second. This proves
(ii). ⇤

Lemma 7.4. Suppose K is nonarchimedean of residue characteristic di↵erent from
`, A/K has good reduction, and L/K is nontrivial and totally ramified. Let L1 be
the unique cyclic extension of K of degree ` in L. Then the map

A
L

(K)/�
L

A
L

(K) ! A
L

(L1)/�L

A
L

(L1)

induced by the inclusion A
L

(K) ⇢ A
L

(L1) is the zero map.

Proof. Since A/K has good reduction and the residue characteristic is di↵erent
from `, we have that K(A[`1])/K is unramified. Since L/K is totally ramified,
L \K(A[`1]) = K. Hence A(L)[`1] = A(K)[`1], so by Proposition 6.3(iii),

(7.5) A
L

(K)[`1] = (I
L

⌦A[`1])GK = ((I
L

⌦A[`1])GL)G

= (I
L

⌦ (A(L)[`1]))G = (I
L

⌦ (A(K)[`1]))G.

As in the proof of Corollary 6.4, tensoring the exact sequence (6.5) with A(K)[`1]
and taking G invariants gives an exact sequence

0 �! (I
L

⌦A(K)[`1])G �! (R[G]⌦A(K)[`1])G �! (R[G0]⌦A(K)[`1])G.

Since G acts trivially on A(K)[`1], we have

(R[G]⌦A(K)[`1])G = {
P

g2G

g ⌦ a : a 2 A(K)[`1]}.

The map to R[G0]⌦A(K)[`1] sends
P

g2G

g ⌦ a to `
P

g2G

0 g ⌦ a, which is zero if
and only if a 2 A[`]. Therefore

(I
L

⌦ (A(K)[`1]))G = {
P

g2G

g ⌦ a : a 2 A(K)[`]},

and combining this with (7.5) gives

(7.6) A
L

(K)[`1] = {
P

g2G

g ⌦ a : a 2 A(K)[`]}.

An identical calculation shows that

(7.7) A
L

(L1)[`] = {
P

`

n�1
i=0 (�i ⌦ a

i

) : a
i

2 A(K)[`] and a
i

= a
j

if i ⌘ j (mod `)}.
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If a 2 A(K)[`], then using the identification (7.7) we have
P

`

n�1
i=0 (�i ⌦ ia) 2

A
L

(L1)[`], and

(� � 1)
`

n�1X

i=0

(�i ⌦ ia) = �
`

n�1X

i=0

�i ⌦ a.

Taken together with (7.6), this proves that

A
L

(K)[`1] ⇢ (� � 1)A
L

(L1) ⇢ �
L

A
L

(L1)

Now the lemma follows, because the map

A
L

(K)[`1] ⇣ A
L

(K)/�
L

A
L

(K)

is surjective (since the residue characteristic of K is di↵erent from `). ⇤

Proposition 7.8. Suppose A/K has good reduction, K is nonarchimedean of resi-
due characteristic di↵erent from `, and L/K is nontrivial and totally ramified.

(i) If K ( L0 ✓ L then H
�

(L0/K) = H
�

(L/K).
(ii) H1

ur(K,A[�]) \H
�

(L/K) = 0.

Proof. Let L1 be the cyclic extension of K of degree ` in L. In the commutative
diagram

A
L

(L1)/�L

A
L

(L1)
� � // H1(L1, AL

[�
L

])
⇠ // H1(L1, A[�])

A
L

(K)/�
L

A
L

(K)

OO

� � // H1(K,A
L

[�
L

])

OO

⇠ // H1(K,A[�])

OO

the left-hand vertical map is zero by Lemma 7.4, so by definition of H
�

(L/K) we
have

(7.9) H
�

(L/K) ⇢ ker(H1(K,A[�]) ! H1(L1, A[�])).

Since the inertia group acts trivially on A[�], we have A[�]GL = A[�]GL1 = A[�]GK ,
so

(7.10) ker(H1(K,A[�]) ! H1(L1, A[�])) = H1(L1/K,A[�]GL1 )

= H1(L1/K,A[�]GK ) = Hom(Gal(L1/K), A(K)[�]).

We have (using Lemma 7.2(i) for the first equality)

(7.11) dimF` H�

(L/K) = dimF` A(K)[�] = dimF` Hom(Gal(L1/K), A(K)[�]).

Combining (7.9), (7.10), and (7.11) shows that the inclusion (7.9) must be an equal-
ity. This proves (i), because the kernel in (7.9) depends only on L1. Assertion (ii)
follows from (7.9) and the fact that (since L1/K is totally ramified) the restriction
map

H1
ur(K,A[�]) ,! H1

ur(L1, A[�]) ⇢ H1(L1, A[�])

is injective. ⇤

Remark 7.12. The proof of Proposition 7.8 shows that if A has good reduction,
and L/K is a ramified cyclic extension of degree `, then H

�

(L/K) is the “L-
transverse” subgroup of H1(K,A[�]), as defined in [MR2, Definition 1.1.6].
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8. Selmer groups and Selmer structures

In this section we use the definitions of §6 and §7 to define the relative Selmer
groups Sel(L/K,A[�]) described in §5.

Keep the notation of the previous sections, except that from now on K is a
number field. If v is a place of K we will denote by L

v

the completion of L at some
fixed place above v. We will write A

L

, R
L

, I
L

, and �
L

for the objects defined in §6
using the extension L/K, and A

Lv , RLv , ILv , and �
Lv for the ones corresponding

to the extension L
v

/K
v

.

Definition 8.1. If L/K is a cyclic extension of `-power degree, we define the
�-Selmer group Sel(L/K,A[�]) ⇢ H1(K,A[�]) by

Sel(L/K,A[�]) := {c 2 H1(K,A[�]) : loc
v

(c) 2 H
�

(L
v

/K
v

) for every v}.
Here loc

v

: H1(K,A[�]) ! H1(K
v

, A[�]) is the localization map, K
v

is the comple-
tion of K at v, and L

v

is the completion of L at any place above v. When L = K
this is the standard �-Selmer group of A/K, and we denote it by Sel(K,A[�]).

Remark 8.2. The Selmer group Sel(L/K,A[�]) defined above consists of all classes
c 2 H1(K,A[�]) such that for every v, the localization loc

v

(c) lies in the image of
the composition of the upper two maps in the diagram

(8.3)

A
Lv (Kv

)/�
LvALv (Kv

) �
� // H1(K

v

, A
Lv [�Lv ])

⇠= ✏✏
H1(K

v

, A[�])

A
L

(K
v

)/�
L

A
L

(K
v

) �
� // H1(K

v

, A
L

[�
L

])

⇠=
OO

On the other hand, the classical �
L

-Selmer group of A
L

is the set of all c in
H1(K,A[�]) such that for every v, loc

v

(c) is in the image of the composition of the
lower two maps. Our methods apply directly to the Selmer groups Sel(L/K,A[�]),
but for our applications we are interested in the classical Selmer group. The fol-
lowing lemma shows that these two definitions give the same Selmer groups.

Lemma 8.4. The isomorphism of Proposition 6.3(iii) identifies Sel(L/K,A[�])
with the classical �

L

-Selmer group of A
L

.

Proof. We will show that for every place v, the image of the composition of the
upper maps in (8.3) coincides with the image of the composition of the lower maps,
and then the lemma follows from the definitions of the respective Selmer groups.
We will do this by constructing a vertical isomorphism on the left-hand side of (8.3)
that makes the diagram commute.

Let G := Gal(L/K) and G
v

:= Gal(L
v

/K
v

). The choice of place of L above v
induces an isomorphism

(8.5) R[G]⌦R[Gv ] A(L
v

)
⇠�! A(K

v

⌦
K

L).

Using Proposition 6.3(iv) and (8.5) we have

(8.6) A
L

(K
v

) = I
L

⌦R[G] A(K
v

⌦
K

L)

= I
L

⌦R[G] (R[G]⌦R[Gv ] A(L
v

)) = I
L

⌦R[Gv ] A(L
v

).
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Suppose first that L
v

= K
v

, so A
Lv = A in (8.3). Tensoring (8.6) with R

L

/�
L

gives
A

L

(K
v

)/�
L

A
L

(K
v

) ⇠= A(K
v

)⌦R I
L

/�
L

I
L

⇠= A(K
v

)/�A(K
v

)

and inserting this isomorphism into (8.3) gives a commutative diagram. This proves
the lemma in this case.

Now suppose L
v

6= K
v

. The inclusion R[G
v

] ,! R[G] induces an isomorphism

(8.7) R[G]⌦R[Gv ] ILv

⇠�! I
L

(using here that L
v

6= K
v

). Using Proposition 6.3(iv) (with K
v

in place of K, and
D = K

v

) and (8.7) we have

I
L

⌦R[Gv ] A(L
v

) = (R[G]⌦R[Gv ] ILv )⌦R[Gv ] A(L
v

)

= R[G]⌦R[Gv ] ALv (Kv

) = R
L

⌦
RLv

A
Lv (Kv

)

since R[G
v

] acts on A
Lv through R

Lv . Combining this with (8.6) gives the first
equality of

A
L

(K
v

)/�
L

A
L

(K
v

) = A
Lv (Kv

)⌦
RLv

(R
L

/�
L

)

= A
Lv (Kv

)⌦
RLv

(R
Lv/�Lv ) = A

Lv (Kv

)/�
LvALv (Kv

)

and the second follows from the natural isomorphism R
Lv/�Lv

⇠= R
L

/�
L

(again
using that L

v

6= K
v

). As in the previous case, inserting this isomorphism into (8.3)
gives a commutative diagram and completes the proof of the lemma. ⇤

Proposition 8.8. Suppose L/K is a cyclic extension of degree `n. Then

rankZ(A(L))  rankZ(A(K)) + rankZ(R)
nX

i=1

'(`i) dimR/�

(Sel(L
i

/K,A[�]))

where L
i

is the extension of K of degree `i in L.

Proof. There is an isogeny
nM

i=0

A
Li �! ResL

K

A

defined over K (see for example [MR3, Theorem 3.5] or [MRS, Theorem 5.2]).
Since A

L0 = A, and (ResLi
K

A)(K) = A(L
i

), taking the K-points yields

(8.9) rankZA(L) = rankZA(K) +
nX

i=1

rankZALi(K).

For every i, by Lemma 8.4 the Kummer map gives an injection

A
Li(K)⌦ (R

Li/�Li) ,! Sel(L
i

/K,A[�]).

For every i the natural map R ! R
Li induces an isomorphism R/� ! R

Li/�Li ,
and rankZ(RLi) = '(`i) rankZ(R), so

rankZALi(K) = rankZ(RLi) rankRLi
(A

Li(K))

 '(`i) rankZ(R) dimR/�

(A
Li(K)⌦ (R

Li/�Li))

 '(`i) rankZ(R) dimR/�

(Sel(L
i

/K,A[�])).

Combined with (8.9) this proves the inequality of the proposition. ⇤
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9. Twisting to decrease the Selmer rank

In this section we carry out the main argument of the proof of Theorem 1.2.
Namely, we show how to choose good local conditions on the fields L so that the
corresponding relative Selmer groups Sel(L/K,A[�]) vanish.

Let A/K, `n, and � be as in the previous sections. Let E := End
K

(A), and recall
that R is the center of E . We will abbreviate F

�

:= R/� and E/� := E⌦R F
�

, so in
particular A[�] is an E/�-module. Fix a polarization of A, and let ↵ 7! ↵† denote
the Rosati involution of E corresponding to this polarization.

Definition 9.1. The ring M
d

(F
�

) of d⇥d matrices with entries in F
�

has a unique
(up to isomorphism) simple left module, namely Fd

�

with the natural action. If R
is any ring isomorphic to M

d

(F
�

), W is a simple left R-module, and V is a finitely
generated left E/�-module, then V ⇠= W r for some r and we call r the length of V ,
so that

lengthE/�V =
1

d
dimF� V.

For this section we assume in addition that:

` � 3 and ` does not divide the degree of our fixed polarization,(H.1)

there are isomorphisms E ⌦R M
�

⇠= M
d

(M
�

), E/� ⇠= M
d

(F
�

) for some d,(H.2)

A[�] and A[�†] are irreducible E [G
K

]-modules,(H.3)

H1(K(A[�])/K,A[�]) = 0 and H1(K(A[�†])/K,A[�†]) = 0,(H.4)

there is no abelian extension of degree ` of K(µ
`

) in K(µ
`

, A[�]),(H.5)

there is a ⌧0 2 G
K(µ`) such that A[�]/(⌧0 � 1)A[�] = 0,(H.6)

there is a ⌧1 2 G
K(µ`) such that lengthE/�(A[�]/(⌧1 � 1)A[�]) = 1.(H.7)

We will show in §10 below, using results of Serre, that almost all ` satisfy (H.1)
through (H.5). If K is su�ciently large, then it follows from results of Larsen in
the Appendix that (H.6) and (H.7) hold for a set of primes ` of positive density.

Suppose U is a finitely generated subgroup of K⇥, and consider the following
diagram:

(9.2)

K(µ
`

n , U1/`n , A[�])

K(µ
`

n , U1/`n)

K(µ
`

, A[�])

K(µ
`

) K(A[�])

K

Lemma 9.3. If U is a finitely generated subgroup of K⇥, then in the diagram (9.2)
we have

K(µ
`

n , U1/`n) \K(µ
`

, A[�]) = K(µ
`

).
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Proof. Let F := K(µ
`

n , U1/`n) \K(µ
`

, A[�]). Then F/K(µ
`

) is a Galois `-exten-
sion, so if F 6= K(µ

`

) then F contains a cyclic extension F 0/K(µ
`

) of degree `. But
since F 0 ⇢ K(µ

`

, A[`]), this is impossible by (H.5). This proves the lemma. ⇤

Lemma 9.4. If U is a finitely generated subgroup of K⇥, then the restriction map

H1(K,A[�]) �! H1(K(µ
`

n , U1/`n , A[�]), A[�])

is injective.

Proof. Let F := K(µ
`

n , U1/`n). Restriction gives a composition

(9.5) Gal(F (A[�])/F )
⇠�! Gal(K(µ

`

, A[�])/K(µ
`

)) ,! Gal(K(A[�])/K)

where the first map is an isomorphism by Lemma 9.3, and the second map is
injective with cokernel of order prime to `. The restriction map in the lemma is
the composition of two restriction maps

H1(K,A[�])
f1��! H1(F,A[�])

f2��! H1(F (A[�]), A[�]).

By (9.5) and (H.4), we have

ker(f2) = H1(F (A[�])/F,A[�]) = H1(K(A[�])/K,A[�]) = 0.

Further,

ker f1 = H1(F/K,A(F )[�]).

If ⌧0 2 Gal(K(µ
`

, A[�])/K(µ
`

)) is as in (H.6), then by (9.5) we can find ⌧ 00 2
Gal(F (A[�])/F ) that restricts to ⌧0. But then ⌧ 00 has no nonzero fixed points in
A[�]. Hence A(F )[�] = 0, so ker(f1) = 0 as well and the proof is complete. ⇤

Lemma 9.6. Suppose F is a Galois extension of K containing K(A[�]), and c is
a cocycle representing a class in H1(K,A[�]) whose restriction to F is nonzero. If
� 2 G

K

and (� � 1)A[�] 6= A[�], then the restriction of c to G
F

induces a nonzero
homomorphism

G
F

�! A[�]/(� � 1)A[�].

Proof. Since G
F

acts trivially on A[�], the restriction of c to G
F

is a (nonzero,
by assumption) homomorphism f : Gab

F

! A[�]. Recall that E := End
K

(A), and
let D ⇢ A[�] denote the E-module generated by the image of f . Since c is a
lift from K, we have that f is G

K

-equivariant, and in particular D is a nonzero
E [G

K

]-submodule of A[�]. By (H.3) it follows that D = A[�]. But (� � 1)A[�]
is a proper E-stable submodule of A[�], so the image of f cannot be contained in
(� � 1)A[�]. ⇤

Recall we have fixed a polarization of A of degree prime to ` (by (H.1)), and
↵ 7! ↵† is the corresponding Rosati involution of E . The polarization induces a
nondegenerate pairing A[`]⇥A[`] ! µ

`

, which restricts to a nondegenerate pairing

A[�]⇥A[�†] ! µ
`

and induces an isomorphism

(9.7) A[�†] ⇠= Hom(A[�],µ
`

).

Note that if conditions (H.1) through (H.7) hold for �, then they also hold for �†

(with the same ⌧0 and ⌧1).
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Definition 9.8. If a is an ideal of O
K

, define relaxed-at-a and strict-at-a Selmer
groups to be, respectively,

Sel(K,A[�])a := {c 2 H1(K,A[�]) : loc
v

(c) 2 H
�

(K
v

) for every v - a},
Sel(K,A[�])a := {c 2 Sel(K,A[�])a : loc

v

(c) = 0 for every v | a},

and similarly with � replaced by �†. Note that

Sel(K,A[�])a ⇢ Sel(K,A[�]) ⇢ Sel(K,A[�])a.

Definition 9.9. From now on let ⌃ be a finite set of places of K containing all
places where A has bad reduction, all places dividing `1, and large enough so that
the primes in ⌃ generate the ideal class group of K. Define

O
K,⌃ := {x 2 K : x 2 O

Kv for every v /2 ⌃},
the ring of ⌃-integers of K. Define sets of primes P ⇢ Q by

Q := {p /2 ⌃ : Np ⌘ 1 (mod `n)}
P := {p 2 Q : the inclusion K⇥ ,! K⇥

p sends O⇥
K,⌃ into (O⇥

Kp
)`

n}.

Note that the action of E on A[�] makes H1
ur(Kp, A[�]) an E-module. Define parti-

tions of P,Q into disjoint subsets P
i

,Q
i

for i � 0 by

Q
i

:= {p 2 Q : lengthE/�H
1
ur(Kp, A[�]) = i}, P

i

:= Q
i

\ P
and if a is an ideal of O

K

, let P1(a) be the subset of all p 2 P1 such that the
localization maps

Sel(K,A[�])a
locp��! H1

ur(Kp, A[�]), Sel(K,A[�†])a
locp��! H1

ur(Kp, A[�
†])

are both nonzero.
Note that by Lemma 7.3(i) and (9.7), if p 2 Q

i

then lengthE/�†H1
ur(Kp, A[�†]) =

i as well.

In the language of the Introduction and §5, the critical primes are the primes in
Q1 and the silent primes are the primes in Q0.

Proposition 9.10. (i) The sets P0 and P1 have positive density.
(ii) Suppose a is an ideal of O

K

such that both Sel(K,A[�])a and Sel(K,A[�†])a
are nonzero. Then P1(a) has positive density, and if p 2 P1(a) then

lengthE/�Sel(K,A[�])ap = lengthE/�Sel(K,A[�])a � 1,

lengthE/�†Sel(K,A[�†])ap = lengthE/�†Sel(K,A[�†])a � 1.

Proof. Let ⌧0, ⌧1 be as in (H.6) and (H.7). By Lemma 9.3,

K(µ
`

, A[�]) \K(µ
`

n , (O⇥
K,⌃)

1/`n) = K(µ
`

),

so for i = 0 or 1 we can choose �
i

2 G
K

such that

�
i

= ⌧
i

on A[�],(9.11)

�
i

= 1 on K(µ
`

n , (O⇥
K,⌃)

1/`n).(9.12)

Fix i = 0 or 1, and suppose that p is a prime of K whose Frobenius conjugacy class
in Gal(K(µ

`

n , (O⇥
K,⌃)

1/`n , A[�])/K) is the class of �
i

. Since Frobenius fixes µ
`

n

and (O⇥
K,⌃)

1/`n by (9.12), we have that µ
`

n and (O⇥
K,⌃)

1/`n are contained in K⇥
p .
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Hence Np ⌘ 1 (mod `n) and the inclusion K⇥ ,! K⇥
p sends O⇥

K,⌃ into (O⇥
K,p)

`

n

,
so by definition p 2 P.

By (9.11) and Lemma 7.3, evaluation of cocycles on a Frobenius element for p
in G

K

induces an isomorphism

(9.13) H
�

(Kp) = H1
ur(Kp, A[�])

⇠��! A[�]/(⌧
i

� 1)A[�]

and similarly for �†. Thus p 2 P
i

, so the Cebotarev Theorem shows that P0 and
P1 have positive density. This is (i).

Fix an ideal a of O
K

and suppose that c and d are cocycles representing nonzero
elements of Sel(K,A[�])a and Sel(K,A[�†])a, respectively. Let

F := K(µ
`

n , (O⇥
K,⌃)

1/`n , A[�]),

and let �1 be as above. By Lemmas 9.4 and 9.6, the restrictions of c and d to G
F

induce nonzero homomorphisms

c̃ : G
F

�! A[�]/(�1 � 1)A[�], d̃ : G
F

�! A[�†]/(�1 � 1)A[�†].

Let Z
c

be the subset of all � 2 G
F

such that c(�) = �c(�1) in A[�]/(�1 � 1)A[�],
and similarly for Z

d

with � replaced by �†. Since c̃ and d̃ are nonzero, Z
c

and Z
d

each have Haar measure at most 1/` in G
F

, so Z
c

[Z
d

6= G
F

(this is where we use
that ` � 3 in assumption (H.1)).

Thus we can find � 2 G
F

such that c̃(��1) 6= 0 and d̃(��1) 6= 0. Since � acts
trivially on A[�], this means that

c(��1) /2 (�1 � 1)A[�] = (��1 � 1)A[�]

and similarly for d. Let N be a Galois extension of K containing F and such that
the restrictions of c and d to G

F

factor through Gal(N/F ). If p is a prime whose
Frobenius conjugacy class in Gal(N/K) is the class of ��1, then locp(c) 6= 0 and
locp(d) 6= 0, so p 2 P1(a). Now the Cebotarev Theorem shows that P1(a) has
positive density.

If p 2 P1(a) then we have exact sequences of E/� and E/�†-modules

0 �! Sel(K,A[�])ap �! Sel(K,A[�])a
locp��! H1

ur(Kp, A[�]) �! 0

0 �! Sel(K,A[�†])ap �! Sel(K,A[�†])a
locp��! H1

ur(Kp, A[�
†]) �! 0

where the right-hand maps are surjective because they are nonzero and (by (9.13))
the target modules are simple. This completes the proof of (ii). ⇤

Definition 9.14. Suppose T is a finite set of primes of K, disjoint from ⌃. We
will say that an extension L/K is T -ramified and ⌃-split if every p 2 T � Q0 is
totally ramified in L/K, every p /2 T is unramified in L/K, and every v 2 ⌃ splits
completely in L/K.

The primes in Q0 are the silent primes referred to in the Introduction and §5.
The local Selmer conditions at these primes are zero, so we need no condition on
their splitting behavior in Definition 9.14.

Lemma 9.15. Suppose T is a nonempty finite subset of P, and let T0 := T \ P0.
For each p 2 T0 fix ep with 0  ep  n. If T = T0 assume in addition that some
ep = n. Then there is a cyclic extension L/K of degree `n that is T -ramified and
⌃-split, and such that if p 2 T0 then the ramification degree of p in L/K is `ep .
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Proof. Suppose p 2 P. Let A⇥
K

denote the group of ideles of K, and let K(p) be the
abelian extension of K corresponding by global class field theory to the subgroup

Y := K⇥(O⇥
Kp

)`
n Y

v2⌃

K⇥
v

Y

v/2⌃[{p}
O⇥

Kv
⇢ A⇥

K

.

Class field theory tells us that the inertia (resp., decomposition) group of a place v
in Gal(K(p)/K) is the image of O⇥

Kv
(resp., K⇥

v

) in A⇥
K

/Y . If v - p then O⇥
Kv

⇢ Y ,
so K(p)/K is unramified outside of p. If v 2 ⌃ then K⇥

v

⇢ Y , so every v 2 ⌃ splits
completely in K(p)/K. Since ⌃ was chosen large enough to generate the ideal class
group of K, the natural map O⇥

Kp
! A⇥

K

/Y is surjective, so K(p)/K is totally

ramified at p. It follows from the definition of P that Gal(K(p)/K) ⇠= A⇥
K

/Y is
cyclic of order `n. Now we can find an extension that is T -ramified and ⌃-split,
with the desired ramification degree at primes in T0, inside the compositum of the
fields K(p) for p 2 T . ⇤

Lemma 9.16. Suppose T is a finite subset of P, and L/K is a cyclic extension
of degree `n that is T -ramified and ⌃-split. If K ( L0 ⇢ L then Sel(L0/K,A[�]) =
Sel(L/K,A[�]).

Proof. We will show that H
�

(L0
v

/K
v

) = H
�

(L
v

/K
v

) for every v. If v 2 ⌃ this
holds because L0

v

= L
v

= K
v

. If v 2 T � P0 this holds by Proposition 7.8(i).
If v /2 ⌃ [ T this holds by Lemma 7.3(ii). Finally, if v 2 P0 then H

�

(L0
v

/K
v

) =
H

�

(L
v

/K
v

) = 0 by Lemmas 7.2(ii) and 7.3(i). Thus the two Selmer groups coincide
in H1(K,A[�]). ⇤

In the terminology of the Introduction and §5, we next use critical primes (those
in P1) to decrease the rank of the Selmer group, while the silent primes (those in
P0) have no e↵ect on the rank.

Proposition 9.17. Let r := lengthE/�Sel(K,A[�]), r† := lengthE/�†Sel(K,A[�†]),
and suppose that t  min{r, r†}.

(i) There is a set of primes T ⇢ P1 of cardinality t such that

lengthE/�Sel(K,A[�])a = r � t, lengthE/�†Sel(K,A[�†])a = r† � t,

where a :=
Q

p2T

p.
(ii) If T is as in (i), T0 is a finite subset of Q0, and L/K is a cyclic extension

of K of degree `n that is (T0 [ T )-ramified and ⌃-split, then

lengthE/�Sel(L/K,A[�]) = r � t, lengthE/�†Sel(L/K,A[�†]) = r† � t.

Proof. We will prove (i) by induction on t. When t = 0 there is nothing to check.
Suppose T satisfies the conclusion of the lemma for t, and t < min{r, r†}. Let

a :=
Q

p2T

p. Then we can apply Proposition 9.10(ii), to choose p 2 P1(a) so that

lengthE/�Sel(K,A[�])ap = r � t� 1, lengthE/�†Sel(K,A[�†])ap = r† � t� 1.

Then T [ {p} satisfies the conclusion of (i) for t+ 1.
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Now suppose that T is such a set, and a :=
Q

p2T

p. Consider the exact sequences

(9.18)

0 // Sel(K,A[�]) // Sel(K,A[�])a
�locp // L

p2T

H1(Kp, A[�])/H�

(Kp)

0 // Sel(K,A[�†])a // Sel(K,A[�†])
�locp // L

p2T

H
�

†(Kp).

Using (9.7) to identify A[�†] with the dual of A[�], the local conditions that
define the Selmer groups Sel(K,A[�]) and Sel(K,A[�†]) (resp. Sel(K,A[�])a and
Sel(K,A[�†])a) are dual Selmer structures in the sense of [MR2, §2.3]. Thus we
can use global duality (see for example [MR2, Theorem 2.3.4]) to conclude that
the images of the two right-hand maps in (9.18) are orthogonal complements of
each other under the sum of the local Tate pairings. By our choice of T the lower
right-hand map is surjective, so the upper right-hand map is zero, i.e.,

(9.19) (�p2T

locp)(Sel(K,A[�])a) ⇢
L
p2T

H
�

(Kp).

Let T0 be a finite subset of Q0, let b :=
Q

p2T0
p, and suppose L is a cyclic ex-

tension that is (T0 [ T )-ramified and ⌃-split. By definition (and Lemma 7.3(ii)),
Sel(L/K,A[�]) is the kernel of the map

Sel(K,A[�])ab
�p2T0[T locp��������!

L
p2T0[T

H1(Kp, A[�])/H�

(Lp/Kp).

We have H
�

(Kp) = H
�

(Lp/Kp) = 0 for every p 2 Q0 by Lemmas 7.2(ii) and 7.3(i)
and the definition of Q0, so in fact Sel(L/K,A[�]) is the kernel of the map

(9.20) Sel(K,A[�])a
�p2T locp������!

L
p2T

H1(Kp, A[�])/H�

(Lp/Kp).

By Proposition 7.8(ii), H
�

(Kp) \ H
�

(Lp/Kp) = 0 for every p 2 P1. Combining
(9.19) and (9.20) shows that Sel(L/K,A[�]) = Sel(L/K,A[�])a, so by our choice of
T we have lengthE/�Sel(L/K,A[�]) = r � t. The proof for �† is the same. ⇤

Theorem 9.21. Suppose that (H.1) through (H.7) all hold, and n � 1. Then for
every finite set ⌃ of primes of K, there are infinitely many cyclic extensions L/K
of degree `n, completely split at all places in ⌃, such that A(L) = A(K).

Proof. Enlarge ⌃ if necessary so that the conditions of Definition 9.9 are satisfied.
We may also assume without loss of generality that

lengthE/�Sel(K,A[�])  lengthE/�†Sel(K,A[�†])

(if not, we can simply switch � and �†; all the properties we require for � hold
equivalently for �†, using the isomorphism (9.7)). Apply Proposition 9.17(i) with
t := lengthE/�Sel(K,A[�]) to produce a finite set T ⇢ P1.

Now suppose that T0 is a finite subset of Q0. If L/K is cyclic of degree `n, (T0[
T )-ramified and ⌃-split, then Proposition 9.17 shows Sel(L/K,A[�]) = 0. Further,
Lemma 9.16 shows that Sel(L0/K,A[�]) = 0 if K ( L0 ⇢ L, so by Proposition 8.8
we have rank(A(L)) = rank(A(K)).

Since P0 has positive density (Proposition 9.10(i)), there are infinitely many
finite subsets T0 of P0 ⇢ Q0. For each such T0, Lemma 9.15 shows that there
is a cyclic extension L/K of degree `n that is (T0 [ T )-ramified and ⌃-split, and
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totally ramified at all primes in T0 as well. These fields are all distinct, so we have
infinitely many di↵erent L with rank(A(L)) = rank(A(K)).

Now suppose that the set T0 in the construction above contains primes p1, p2
with di↵erent residue characteristics. In particular L/K is totally ramified at p1
and p2. If A(L) 6= A(K), then (since rank(A(L)) = rank(A(K))) there is a prime
p and point x 2 A(L) such that x /2 A(K) but px 2 A(K). It follows that the
extension K(x)/K is unramified outside of ⌃ and primes above p. In particular
K ⇢ K(x) ⇢ L but K(x)/K cannot ramify at both p1 and p2, so we must have
K(x) = K, i.e., x 2 A(K). This contradiction shows that A(L) = A(K) for all
such T0, and this proves the theorem. ⇤

10. Proof of Theorem 1.2

Proposition 10.1. Conditions (H.1) through (H.5) hold for all su�ciently large
`.

Proof. This is clear for (H.1).
Recall that � was chosen not to divide the discriminant of R, so R

�

is the ring
of integers of M

�

. Since A is simple, E⌦Q is a central simple division algebra over
M, of some degree d. By the general theory of such algebras (see for example [Pi,
Proposition in §18.5]), for all but finitely many primes � of M we have

E ⌦R M
�

⇠= M
d

(M
�

).

If in addition � does not divide the index of E in a fixed maximal order of E⌦RM,
then

E ⌦R R
�

is a maximal order in E ⌦R M
�

.

By [AG, Proposition 3.5], every maximal order inM
d

(M
�

) is conjugate toM
d

(R
�

),
so for such � we have

E/� := E ⌦R F
�

⇠= M
d

(R
�

)⌦R F
�

= M
d

(F
�

)

which is (H.2).
Condition (H.3) holds for large ` by Corollary A.16 of the Appendix.
Let B ⇢ Gal(K(A[�])/K) denote the subgroup acting as scalars on A[�]. Then

B is a normal subgroup and we have the inflation-restriction exact sequence

(10.2) H1(K(A[�])B/K,A[�]B) �! H1(K(A[�])/K,A[�]) �! H1(B,A[�]).

Since B has order prime to `, H1(B,A[�] = 0. Serre [Ser, Théorème of §5] shows
that B is nontrivial for all su�ciently large `. When B is nontrivial, A[�]B = 0 so
the left-hand term in (10.2) vanishes and (H.4) holds.

Let � denote the image of Gal(K(µ
`

, A[�])/K(µ
`

)) in Aut(A[�]). Then [LP2,
Theorem 0.2] shows that there are normal subgroups �3 ⇢ �2 ⇢ �1 of � such that
�3 is an `-group, �2/�3 has order prime to `, �1/�2 is a direct product of finite
simple groups of Lie type in characteristic `, and [� : �1] is bounded independently
of `. By Faltings’ theorem (see for example the proof of (H.3) referenced above)
� acts semisimply on A[�] for su�ciently large `, and then �3 must be trivial. It
follows that if ` is su�ciently large then � has no cyclic quotient of order `, i.e.,
(H.5) holds. ⇤
Theorem 10.3 (Larsen). Suppose that all K̄-endomorphisms of A are defined over
K. Then the conditions (H.6) and (H.7) hold simultaneously for a set of primes `
of positive density.
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Proof. This is Theorem A.1 of the Appendix. ⇤

Proof of Theorem 1.2. If all K̄-endomorphisms of A are defined over K, then by
Proposition 10.1 and Theorem 10.3 there is a set S of rational primes with positive
density such that our hypotheses (H.1) through (H.7) hold simultaneously for all
` 2 S. Thus Theorem 1.2 follows from Theorem 9.21. ⇤

Proof of Theorem 1.3. Lemma 3.3 showed that Theorem 1.3 follows from Theorem
1.2. ⇤

Remark 10.4. It is natural to try to strengthen Theorem 1.2 by removing the
assumption that A is simple. This generalization can be reduced to the problem,
given a finite collection of abelian varieties, of finding many cyclic extensions for
which they are all simultaneously diophantine-stable.

Precisely, suppose that A1, . . . , Am

are pairwise non-isogenous absolutely simple
abelian varieties, ` is a rational prime, and �

i

is a prime ideal of the center of
End(A

i

) above ` for each i. Suppose ` is large enough so that (H.1) through (H.5)
hold for every A

i

.
If the results of the Appendix could be extended to show that for every j there

is an element ⌧
j

2 G
K(µ`) such that

A
i

[�
i

]/(⌧
j

� 1)A
i

[�
i

] is

(
zero if i 6= j,

a nonzero simple End(A
j

)/�
j

-module if i = j,

then the methods of §9 above would show that there is a set S of rational primes
with positive density such that for every ` 2 S and every n � 1 there are infinitely
many cyclic extensions L/K of degree `n such that every A

i

is diophantine-stable
for L/K. Using the argument at the end of the proof of Theorem 9.21 it would
follow that S can be chosen so that the same result holds for every abelian variety
isogenous over K to

Q
i

Adi
i

.

11. Quantitative results

Fix a simple abelian variety A/K such that End
K

(A) = End
K̄

(A), and an `
such that our hypotheses (H.1) through (H.7) all hold. The proof of Theorem 1.2,
and more precisely Theorem 9.21, makes it possible to quantify how many cyclic
`n-extensions L/K are being found with A(L) = A(K). For simplicity we will take
n = 1, and count cyclic `-extensions. Keep the notation of the previous sections.

For real numbers X > 0, define

F
K

(X) := {cyclic extensions L/K of degree ` : Nd
L/K

< X},
F0

K

(X) := {L 2 F
K

(X) : A(L) = A(K)},

where Nd
L/K

denotes the absolute norm of the relative discriminant of L/K. For
p /2 ⌃ let Frp 2 G

K

denote a Frobenius automorphism for p. It follows from
Definition 9.9 and Lemma 7.3(i) that

Q0 := {p /2 ⌃ : Frp = 1 on µ
`

and Frp has no nonzero fixed points in A[�]},
and let

� :=
|{� 2 Gal(K(µ

`

, A[�])/K(µ
`

)) : � has no nonzero fixed points in A[�]}|
[K(µ

`

, A[�]) : K(µ
`

)]
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The proof of Proposition 9.10(i) shows that Q0 has density �/[K(µ
`

) : K], and
(H.6) and (H.7) show that 0 < � < 1.

Theorem 11.1 (Wright [Wri]). There is a positive constant C such that

|F
K

(X)| ⇠ CX1/(`�1) log(X)(`�1)/[K(µ`):K]�1

as X ! 1.

The main result of this section is the following.

Theorem 11.2. As X ! 1 we have

|F0
K

(X)| � X1/(`�1) log(X)(`�1)�/[K(µ`):K]�1.

Example 11.3. Suppose E is a non-CM elliptic curve, and ` is large enough so
that the Galois representation G

K

! Aut(E[`]) = GL2(Z/`Z) is surjective. Then
[K(µ

`

) : K] = ` � 1, and an elementary calculation shows that the number of
elements of SL2(Z/`Z) with nonzero fixed points is `2. Thus � = 1� `/(`2 � 1) so
in this case

|F
K

(X)| ⇠ CX1/(`�1), |F0
K

(X)| � X1/(`�1)/ log(X)`/(`
2�1).

The rest of this section is devoted to a proof of Theorem 11.2.

Lemma 11.4. There is a finite subset T1 ⇢ Q0 such that the natural map

O⇥
K,⌃/(O⇥

K,⌃)
` �!

Y

v2T1

O⇥
Kv

/(O⇥
Kv

)`

is injective.

Proof. Suppose u 2 O⇥
K,⌃ and u /2 (K⇥)`. Then u /2 (K(µ

`

)⇥)`, so by Lemma
9.3 and (H.6) we can choose � 2 G

K

such that � = 1 on µ
`

, � has no nonzero
fixed points in A[�], and � does not fix u1/`. If v /2 ⌃ and the Frobenius of v on
K(µ

`

, A[�], (O⇥
K,⌃)

1/`) is in the conjugacy class of �, then v 2 Q0 and u /2 (O⇥
Kv

)`.
Taking a collection of such v as u varies gives a suitable set T1. ⇤

Recall that A⇥
K

denote the ideles of K. Fix a set T1 as in Lemma 11.4.

Lemma 11.5. The natural composition

Hom(G
K

,µ
`

) �! Hom(A⇥
K

,µ
`

) �!
Y

v2⌃

Hom(K⇥
v

,µ
`

)
Y

v/2⌃[T1

Hom(O⇥
Kv

,µ
`

)

is surjective.

Proof. By class field theory and our assumption that the primes in ⌃ generate the
ideal class group of K, we have an isomorphism

Hom(G
K

,µ
`

) ⇠= Hom

✓�Y

v2⌃

K⇥
v

Y

v2T1

O⇥
Kv

Y

v/2⌃[T1

O⇥
Kv

�
/O⇥

K,⌃,µ`

◆

Now the lemma follows by a simple argument using Lemma 11.4; see for example
[KMR, Lemma 6.6(ii)]. ⇤

As in the proof of Theorem 9.21, we can use Proposition 9.17 to fix a finite set
T ⇢ P1 such that for every finite set T0 ⇢ Q0, and every cyclic `-extension L/K
that is

• (T0 [ T )-ramified and ⌃-split,
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• ramified at two primes in T0 of di↵erent residue characteristics,

we have A(L) = A(K).

Definition 11.6. Fix two primes p1, p2 2 P0�T1 of di↵erent residue characteristics,
and let T 0 := T [ {p1, p2}. For every finite subset T0 of Q0 � T1, let C(T0) ⇢
Hom(G

K

,µ
`

) be the subset of characters � satisfying, under the class field theory
surjection of Lemma 11.5,

• �|
K

⇥
v
= 1 if v 2 ⌃,

• �|O⇥
Kv

6= 1 if v 2 T 0 [ T0,

• �|O⇥
Kv

= 1 if v /2 ⌃ [ T 0 [ T0 [ T1.

Lemma 11.7. Let ↵ be the (surjective) composition of maps in Lemma 11.5. Then

for every finite subset T0 ⇢ Q0 �T1 we have |C(T0)| = | ker(↵)|(`� 1)|T
0|(`� 1)|T0|.

Proof. This is clear from the surjectivity of ↵. ⇤
Lemma 11.8. Suppose T0 is a finite subset of Q0 � T1, and � 2 C(T0). Let L be
the fixed field of the kernel of �. Then:

(i) A(L) = A(K),
(ii) the discriminant of L/K is

Q
p2T

0[T0
p`�1.

Proof. The first assertion follows from the definition of T above. For the second, by
definition of C(T0) we have that L/K is cyclic of degree `, totally tamely ramified
at p 2 T 0 [ T0 and unramified elsewhere. ⇤
Proof of Theorem 11.2. Define a function f on ideals of K by

f(a) :=

(
(`� 1)|T0| if T0 is a finite subset of Q0 � T1 and a =

Q
p2T0

p,

0 if a is not a squarefree product of primes in Q0 � T1.

Then
P

a f(a)Na�s =
Q

p2Q0�T1
(1 + (`� 1)Np�s), so

log

✓X

a

f(a)Na�s

◆
⇡ (`� 1)

X

p2Q0�T1

Np�s ⇡ (`� 1)�

[K(µ
`

) : K]

1

log(s� 1)

where “⇡” means that the two sides are holomorphic on <(s) > 1 and their di↵er-
ence approaches a finite limit as <(s) ! 1+. Therefore by a variant of the Ikehara
Tauberian Theorem (see for example [Win, p. 322]) we conclude that there is a
constant D such that

X

Na<X

f(a) ⇠ DX log(X)(`�1)�/[K(µ`):K]�1.

By Lemmas 11.7 and 11.8, for every a the number of cyclic `-extensions L/K of
discriminant (a

Q
p2T

0 p)`�1 with A(L) = A(K) is at least f(a), and the theorem
follows. ⇤
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Part 3. Appendix by Michael Larsen: Galois elements acting on
`-torsion points of abelian varieties

The goal of this appendix is the following theorem:

Theorem A.1. Let A be a simple abelian variety defined over K, and suppose that
E := End

K

(A) = End
K̄

(A). There is a positive density set S of rational primes
such that for every prime � of M lying above S we have:

(i) there is a ⌧0 2 G
K

ab such that A[�]h⌧0i = 0,
(ii) there is a ⌧1 2 G

K

ab such that A[�]/(⌧1 � 1)A[�] is a simple E/�-module.

The idea of the proof is as follows. For simplicity, let us assume End
K̄

(A) = Z
and further that K is “large enough”. Let �

`

denote the image of Gal(K̄/K)
in GL

n

(F
`

) = Aut(A[`]), where n = 2dimA. Using results of Nori, Serre, and
Faltings (see Proposition A.9 below), we can show that there exists an absolutely
irreducible, closed, connected, reductive subgroup G

`

⇢ GL
n

such that �
`

is a
subgroup of G

`

(F
`

) of index  C, where C depends only on n.
Using Serre’s theory of Frobenius tori, we can find a finite extension L over K

such that if ` splits completely in L, then G
`

is a split group. The elements ⌧0
and ⌧1 which we seek lie in the derived group of G

K

, so their images ⌧̄0 and ⌧̄1 in
�
`

⇢ Aut(A[`]) lie in [�
`

,�
`

], i.e., in the group of F
`

-points of the derived group H
`

of G
`

, which is connected, split, and semisimple. Roughly, we want to show that
H

`

(F
`

) ⇢ GL
n

(F
`

) has two elements which have 0 and 1 Jordan blocks of eigenvalue
1 respectively. Such elements need not exist in general. There exist split semisimple
groups H

`

with absolutely irreducible representation V such that every element of
H

`

(F
`

) has an invariant space of dimension � 2 in V . For instance, H
`

can be a
split semisimple group of rank � 2 and V can be the adjoint representation.

We use a theorem of Pink [6] to rule out examples of this kind; from his result it is
fairly easy to find elements for which 1 is not an eigenvalue. To get a 1-dimensional
1-eigenspace is still delicate, however, since V is self-dual and of even dimension,
so the multiplicity of 1 as an eigenvalue is always even. In particular, a semisimple
element cannot have a 1-dimensional 1-eigenspace. This makes it necessary to
consider elements with non-trivial Jordan decomposition. The construction of such
an element is given in Proposition A.6.

We begin with some estimates useful for guaranteeing the existence of su�-
ciently generic elements in maximal tori over large finite fields (i.e., elements whose
eigenvalues do not satisfy specified multiplicative conditions).

Definition A.2. If k is a positive integer, a subset S of a free abelian group X
is k-bounded if there exists a basis e

i

of X such that each element of S is a linear
combination of the e

i

with coe�cients in [�k, k]

Lemma A.3. Suppose X is a finitely generated free abelian group, and S is a k-
bounded linearly independent subset of X. Let Y be the span of S, and suppose Z
is a subgroup of X containing Y with Z/Y finite. Then

[Z : Y ]  r!kr

where r := |S|.
Proof. Without loss of generality we may suppose that X = Zn (viewed as row
vectors), and the basis with respect to which the coe�cients of S are bounded by k
is the standard one. Let S = {s1, . . . , sr}, and let {z1, . . . , zr} be a basis of Z. Let
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M
Y

(resp., M
Z

) be the matrix whose i-th row is s
i

(resp., z
i

). Let N be the r ⇥ r
matrix representing the s

i

in terms of the z
i

, i.e., such that NM
Z

= M
Y

. Then
[Z : Y ] = det(N), and det(N) divides every r ⇥ r minor of M

Y

. Since the entries
of M

Y

are bounded by k, these minors are bounded by r!kr. At least one of them
is nonzero, so the lemma follows. ⇤

If T is an algebraic torus thenX⇤(T ) will denote the character group Hom(T,G
m

).

Lemma A.4. If T is an r-dimensional split torus over F
`

and {�1,�2} is a k-
bounded subset of X⇤(T ) that generates a rank-2 subgroup, then for all a1, a2 2 F⇥

`

,
we have

|{t 2 T (F
`

) | �1(t) = a1, �2(t) = a2}|  2k2(`� 1)r�2.

Proof. In the natural bijection between closed subgroups of T and subgroups of
X⇤(T ), we have that T := ker�1 \ ker�2 ⇢ T corresponds to X := h�1,�2i ⇢
X⇤(T ), and the identity component T � corresponds to X � := (X ⌦Q)\X⇤(T ). As
X has rank 2, we have dim T = dim T � = r � 2, and

[T : T �] = |X �/X|.
As �1 and �2 are k-bounded, Lemma A.3 shows that this index is bounded above
by 2k2, so {t 2 T (F

`

) | �1(t) = a1, �2(t) = a2} (which is either empty or a coset of
T (F

`

)) satisfies

|{t 2 T (F
`

) | �1(t) = a1, �2(t) = a2}|  |T (F
`

)|  2k2(`� 1)r�2.

⇤

Lemma A.5. If G is a semisimple group over a field K, (⇢, V ) is a representation
of G, and there exists g 2 G(K) such that V h⇢(g)i = (0), then 0 does not appear as
a weight of ⇢.

Proof. Without loss of generality we may assume K is algebraically closed. Let T
be a maximal torus. If 0 appears as a weight of ⇢, then ⇢(t) has eigenvalue 1 for
all t 2 T (K). The condition of having eigenvalue 1 is conjugation-invariant on G,
and the union of all conjugates of T includes all regular semisimple elements of G
and is therefore Zariski-dense. Thus, ⇢(g) has eigenvalue 1 for all g 2 G(K), and it
follows that V h⇢(g)i is non-trivial. ⇤

The following proposition gives the key construction of this appendix. Given a
semisimple group G/F

`

and an absolutely irreducible n-dimensional representation
V of G defined over F

`

, in favorable situations we prove that there exists an element
of G(F

`

) that fixes a subspace of V of dimension 1. If the representation is not self-
dual, we can use a semisimple element which fixes the highest weight space W

⌘

and
acts non-trivially on all other weight spaces. In the self-dual case, we find an element
whose unique Jordan block with eigenvalue 1 has size 2, acting on W

⌘

�W�⌘

.

Proposition A.6. For every positive integer n, there exists a positive integer N
such that if ` is a prime congruent to 1 (mod N), G is a simply connected, split
semisimple algebraic group over F

`

, and ⇢ : G ! GL
n

is an absolutely irreducible
representation such that (Fn

`

)h⇢(g0i) = 0 for some g0 2 G(F
`

), then there exists
g1 2 G(F

`

) such that

dim(Fn

`

)h⇢(g1)i = 1.
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Proof. By replacing N by a suitable multiple, the condition ` ⌘ 1 (mod N) can be
made to imply ` su�ciently large, so henceforth we assume ` is as large as needed.

We fix a Borel subgroup B of G and a maximal split torus T of B, both defined
over F

`

. Every dominant weight ⌘ of T defines an irreducible representation of
GF̄`

, and all irreducible representations of GF̄`
arise in this way. By a theorem of

Steinberg [11, 13.1], every irreducible F̄
`

-representation of G(F
`

) is obtained from a
unique irreducible representation ⇢̃ of the algebraic group GF̄`

whose highest weight
⌘ = a1$1 + · · · + a

r

$
r

can be expressed as a linear combination of fundamental
weights with coe�cients 0  a

i

< `. By [13, 1.30], this implies max a
i

 n. Thus,
the set ⌃ of weights of ⇢̃ (with respect to T ) is k-bounded for some constant k
depending only on n and the root system of G (and hence, in fact, on n alone). By
Lemma A.5, 0 62 ⌃, so if |m| > k and � 2 X⇤(T ), then m� 62 ⌃. We assume that
N is divisible by k!. We also assume that for all �1,�2 2 ⌃ distinct, N does not
divide �1 � �2. This guarantees that for � 2 ⌃

{v 2 Fn

`

| ⇢(t)(v) = �(t)v 8t 2 T (F
`

)}
is the �-weight space of the algebraic group T .

For each � 2 X⇤(T ), we denote by T
�

the kernel of �. Let d be the largest
integer such that ⌘ 2 dX⇤(T ), and let µ := ⌘/d. Thus, µ induces a surjective
map T (F

`

) ! F⇥
`

. As d  k, we have ` ⌘ 1 (mod d), so we can fix an element
e 2 F⇥

`

of order d. Let T
µ,e

denote the translate of T
µ

consisting of elements t 2 T
such that µ(t) = e. The number of F

`

-points of T
µ,e

is (` � 1)r�1. For � 2 ⌃
not a multiple of µ, the intersection T

µ,e

(F
`

) \ T
�

(F
`

) has at most 2k2(` � 1)r�2

elements by Lemma A.4. For � 2 ⌃ a non-trivial multiple of µ other than ±⌘,
T
µ,e

(F
`

) \ T
�

(F
`

) is empty. For ` su�ciently large, therefore,

T
µ,e

(F
`

) \
[

�2⌃\{±⌘}
T
�

(F
`

)

has an element t. Thus �(t) 6= 1 for all � 2 ⌃ except for ±⌘, and ⌘(t) = 1.
If �⌘ 62 ⌃, then setting g1 = t, we are done. We assume, therefore that �⌘ 2 ⌃,

so in particular ⇢ is self-dual. If W
⌘

⇢ Fn

`

denotes the ⌘-weight space of T (or
equivalently T (F

`

)), there exists a unique projection ⇡
⌘

: Fn

`

! W
⌘

which respects
the T (F

`

)-action and fixes W
⌘

pointwise. Let U be the unipotent radical of B. If
there exists u 2 U(F

`

) such that ⇡
⌘

(⇢(u)w) 6= 0 for some w 2 W�⌘

then setting
g1 = tu, we are done.

We assume henceforth that N � 3(h � 1) where h denotes the Coxeter num-
ber of G. An upper bound for h is determined by n. By the Jacobson-Morozov
theorem in positive characteristic (cf. [7]), ` > N implies that there exists a prin-
cipal homomorphism � : SL2 ! G. Conjugating, we may assume that the Borel
subgroup BSL2 lies in B and the maximal torus TSL2 ⇢ SL2 lies in T . We identify
X⇤(TSL2) with Z so that positive weights of T restrict to positive weights of TSL2 .
By definition of principal homomorphism, the restriction of every simple root of G
with respect to T to TSL2 equals 2. Thus, the restriction j of ⌘ to TSL2 is strictly
larger than the restriction of any other element of ⌃ to TSL2 , and �j is the smallest
value obtained by restricting elements of S to TSL2 . The restriction of V to SL2 is
semisimple when ` is large by [4] (see also [3]), and by definition of j, V |SL2 is a
direct sum of one representation V1 of SL2 of degree j+1 and other representations
of strictly smaller degrees. The weight spaces W

⌘

and W�⌘

are contained in V1. It
su�ces to find u in BSL2(F`

)\U(F
`

) and w 2 W�⌘

⇢ V1 such that ⇡
⌘

(⇢(u)w) 6= 0.
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Symj�1
✓
1 1
0 1

◆
=

0

BBBBB@

1 j � 1
�
j�1
2

�
· · · 1

0 1 j � 2 · · · 1
0 0 1 · · · 1
...

...
...

. . .
...

0 0 0 · · · 1

1

CCCCCA
,

any non-trivial u and w will do. ⇤

Lemma A.7. Fix a positive integer B. Suppose H is a connected reductive alge-
braic group over F

`

, and � is a subgroup of H(F
`

) of index  B. Let H̃ denote the

universal covering group of the derived group of H, and ⇡
`

: H̃(F
`

) ! H(F
`

) the
covering map. If ` is su�ciently large in terms of B, then the derived group of �
contains the image of ⇡

`

.

Proof. Let �̃ = ⇡�1
`

(�) ⇢ H̃(F
`

), so [H̃(F
`

) : �̃]  B. If ` is su�ciently large,
then the quotient of H̃(F

`

) by its center is a product ⇧ of finite simple groups ([12,
Theorems 5 and 34]), and H̃(F

`

) is a universal central extension of this quotient
([12, Theorems 10 and 34]). Moreover, each factor of ⇧ is a quotient group of
H̃(F

`

), is therefore generated by elements of `-power order ([11, Theorem 12.4]),
and therefore has order at least `. If �̃ is a proper subgroup of H̃(F

`

), then its
image in ⇧ is a proper subgroup of index  B, which is impossible if ` > B!. Thus
if ` is su�ciently large, we conclude that �̃ = H̃(F

`

), and so ⇡
`

(H̃(F
`

)) ⇢ � and
(since H̃(F

`

) is perfect),

⇡
`

(H̃(F
`

)) = [⇡
`

(H̃(F
`

)),⇡
`

(H̃(F
`

))] ⇢ [�,�].

⇤

Fix a simple abelian variety A defined over a number fieldK. Let E := End
K

(A),
let R denote the center of E , and M = R⌦Q. Since A is simple, M is a number
field and R is an order in M. Suppose ` is a rational prime not dividing the
discriminant of R, such that ` splits completely in M/Q, and � is a prime of M
above `. We will abbreviate

M
�

E := E ⌦R M
�

, E/� := E ⌦R R/�.

We assume from now on that K is large enough so that

E := End
K

(A) = End
K̄

(A)

and ` is large enough (Proposition 9.1) so that

M
�

E ⇠= M
d

(Q
`

) and E/� ⇠= M
d

(F
`

)

where for a field F , M
d

(F ) denote the simple F -algebra of d ⇥ d matrices with
entries in F . Let V

�

(A) denote the �-adic Tate module

V
�

(A) := (lim A[�k])⌦R� M
�

,

let W
�

(resp., W̄
�

) denote the unique (up to isomorphism) simple M
�

E-module
(resp., E/�-module), and define

X
�

= HomM�E(W�

, V
�

(A)), X̄
�

= HomE/�(W̄�

, A[�]).
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Then X
�

is a Q
`

-vector space of dimension n, and X̄
�

is an F
`

-vector space of
dimension n, where

n := lengthM�EV�

(A) = lengthE/�A[�] =
2 dim(A)

d
.

There is a natural Galois action on X
�

and X̄
�

, where we let G
K

act trivially on
W

�

and W̄
�

. Denote by

⇢
�

: G
K

! Aut(X
�

) ⇠= GL
n

(Q
`

), ⇢̄
�

: G
K

! Aut(X̄
�

) ⇠= GL
n

(F
`

),

the corresponding representations.

Lemma A.8. There are natural G
K

-equivariant isomorphisms

EndQ`(X�

) ⇠= EndM�E(V�

(A)), EndF`(X̄�

) ⇠= EndE/�(A[�]).

Proof. The map EndM�E(V�

(A)) ⇥X
�

! X
�

given by (f,') 7! f � ' induces an
injective homomorphism EndM�E(V�

(A)) ! EndQ`(X�

). Since both spaces have
Q

`

-dimension n2, this map is an isomorphism. The proof of the second isomorphism
is the same. ⇤

Let G
�

⇢ Aut(X
�

) be the Zariski closure of the image ⇢
�

(G
K

).

Proposition A.9. Replacing K by a finite extension if necessary, for all ` su�-
ciently large we have:

(i) G
�

is a connected, reductive, absolutely irreducible subgroup of Aut(X
�

),
with center equal to the group of scalars G

m

,
(ii) there is a connected, reductive, absolutely irreducible subgroup H

�

of Aut(X̄
�

),
with center equal to the group of scalars G

m

, such that
(a) the image ⇢̄

�

(G
K

) is contained in H
�

(F
`

) with index bounded inde-
pendently of � and `,

(b) the rank of H
�

is equal to the rank of G
�

(and is independent of �
and `).

Proof. Using Lemma A.8, we can identify G
�

with the Zariski closure of the image
of G

K

in AutM�E(V�

(A)) ⇢ AutQ`(V�

(A)). The fact that G
�

is reductive and
connected (after possibly increasing K) now follows from a combination of Faltings’
theorem and a theorem of Serre [9, §2.2].

It also follows from Faltings’ theorem that the commutant of G
�

in AutQ`(V�

(A))
is M

�

E , and hence the commutant of G
�

in EndM�E(V�

(A)) = End(X
�

) is the
center of M

�

E , which is Q
`

. This shows that G
�

is absolutely irreducible, and
since G

�

contains the scalar matrices [1] this completes the proof of (i).
The proof of (ii) is similar. The definition of the connected reductive group

H
�

⇢ AutE/�(A[�]) ⇢ AutF`(A[�]) is given by Serre in [10, §3]. The fact that H
�

is
absolutely irreducible, and that the center of H

�

is G
m

, follows as for (i): Remark
4 at the end of [10, §3] shows that the commutant of H

�

in AutF`(A[�]) is E/�, so
the commutant of H

�

in AutE/�(A[�]) = Aut(X̄
�

) is the center of E/�, which is F
`

.
That H

�

containes the homotheties is [10, §5].
Théorèmes 1 and 2 of [10] give (a) and (b) of (ii). ⇤

From now on suppose that K and ` are large enough to satisfy Proposition A.9,
and letH

�

be as in Proposition A.9(ii). Let G̃
�

and H̃
�

denote the simply connected
cover of the derived group of G

�

and H
�

, respectively.
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Lemma A.10. There is a positive integer r, independent of � and `, such that for
every h 2 H

�

(F
`

), we have hnr/ det(h)r 2 image(H̃
�

(F
`

) ! H
�

(F
`

)).

Proof. By Proposition A.9(i), we have H
�

= G
m

· SH
�

where SH
�

, the derived
group of H

�

, is H
�

\ SL
n

(X̃
�

). We have hnr/ det(h)r 2 SH
�

(F
`

) for every r, so to
prove the lemma we need only show that the cokernel of ⇡ : H̃

�

(F
`

) ! SH
�

(F
`

) is
bounded by a constant depending only on n.

It follows from Lang’s theorem (cf. [2, Proposition 16.8]) that the kernel and
cokernel of ⇡ have the same order. The kernel of ⇡ is a subgroup of the center
of H̃

�

, and the order of the center of a semisimple group can be bounded only in
terms of its root datum. (Indeed, this can be checked over an algebraically closed
field; the center lies in the centralizer T of every maximal torus T and in the point
stabilizer ker↵ ⇢ T of every root space U

↵

of T .)
⇤

Lemma A.11. The representation of G̃
�

on X
�

does not have 0 as a weight.

Proof. By [6, Corollary 5.11], the highest weight of G
�

acting on X
�

is minuscule;
i.e., the weights form an orbit under the Weyl group. Any weight which is trivial
on the derived group of G

�

is fixed by the Weyl group of G
�

; as the representation
X

�

is faithful, no such weight can occur. Regarding X
�

as a representation of G̃
�

,
it factors through G

�

, so again, there can be no zero weight. ⇤

Proposition A.12. Suppose r is a positive integer. If ` is su�ciently large then
there is a prime v - ` of K such that (writing Fr

v

for a Frobenius automorphism at
v)

(i) A has good reduction at v and at all primes above `,
(ii) ⇢

�

(Fr
v

) 2 G
�

(Q
`

) generates a Zariski dense subgroup of the unique maxi-
mal torus to which it belongs,

(iii) det(⇢
�

(Frnr
v

)/ det(⇢
�

(Frr
v

))� 1) 6= 0.

Proof. By Proposition A.9(i), G
�

contains all scalar matrices. It follows from
Lemma A.11 (as in the proof of Lemma A.10) that the condition that det(g)r

is an eigenvalue of grn does not hold on all of G̃
�

, so it does not hold on all of G
�

,
so it holds on a proper closed subset of G

�

.
By [8], there is a dense open subset U of G

�

such that ⇢
�

(Fr
v

) 2 U(Q
`

) implies
that ⇢

�

(Fr
v

) generates a Zariski-dense subgroup of the unique maximal torus to
which it belongs. By Chebotarev density, there exists v such that g := ⇢

�

(Fr
v

)
satisfies this condition together with the condition that det(g)r is not an eigenvalue
of grn. ⇤

Fix �0 | `0 and v satisfying Proposition A.12, and define

g0 := ⇢
�0(Frv) 2 Aut(X

�0).

Let P
v

(x) 2 Z[x] be the characteristic polynomial of g0, which is independent of
the choice of `0 and �0, and let L denote the splitting field of P

v

(x) over Q. Let
⌃ denote the set of distinct weights of G

�0 with respect to the (unique, maximal)
torus containing g0.
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Fix r as in Proposition A.10. Without loss of generality we may assume that r
is divisible by (n� 1)!. Let �0 := gnr0 / det(gr0), and define

µ :=
Y

�2⌃

(�(�0)� 1)
Y

�,�

02⌃,� 6=�

0

(�(�0)� �0(�0))

Lemma A.13. We have µ 6= 0.

Proof. By Proposition A.12(iii), 1 is not an eigenvalue of �0, so �(�0) 6= 1 for
every weight �. Since ⇢

�0(Frv) generates a Zariski dense subgroup of the maximal
torus that contains it, so does Frnr

v

. Hence if � 6= �0 2 ⌃, then �(⇢
�0(Fr

nr

v

)) 6=
�0(⇢

�0(Fr
nr

v

)) and �(�0) 6= �0(�0). ⇤

Proposition A.14. Suppose ` splits completely in L/Q and ` does not divide

N
L/Qµ. Then H̃

�

is split, and there is an ⌘0 in the image of the map H̃
�

(F
`

) !
H

�

(F
`

) such that (X̄
�

)h⌘0i = 0.

Proof. Let h0 = ⇢̄
�

(Fr
v

) 2 H
�

(F
`

), and let P̄
v

(x) 2 F
`

[x] be the characteristic
polynomial of h0. Then P̄

v

(x) is the reduction of P
v

(x) modulo �.
Let h0 = su be the Jordan decomposition of h0, with s semisimple and u unipo-

tent, and Z a maximal torus of H
�

such that s 2 Z(F
`

). Since ` splits completely
in L/K, all roots of P̄ (x) lie in F

`

, and distinct weights correspond to distinct
eigenvalues. If �̄, �̄0 are weights of H

�

with respect to Z, and Fr
�

(�̄) = �̄0 6= �̄,
then �̄(s) 2 F

`

implies that �̄(s) = �̄0(s), contrary to assumption. Thus Fr
�

acts
trivially on the weights of H

�

. It follows that Fr
�

acts trivially on Z, which means
H

�

is split, and therefore H̃
�

is split.
Let ⌘0 = hnr

0 / det(hr

0), so ⌘0 is in the image of H̃
�

(F
`

) ! H
�

(F
`

) by Lemma
A.10(ii). The eigenvalues of �0 are the values �(�0) for � 2 ⌃, and the eigenvalues
of ⌘0 are the reductions of those values modulo �. By assumption none of those
values reduce to 1, so 1 is not an eigenvalue of ⌘0 and (X̄

�

)h⌘0i = 0. ⇤

Proposition A.15. The representation ⇡
`

: H̃(F
`

) ! H(F
`

) ⇢ GL
n

(F
`

) is abso-
lutely irreducible.

Proof. By Proposition A.9(ii), the subgroup H
�

(F
`

) ⇢ GL
n

(F
`

) is absolutely irre-
ducible. By functoriality, the image ⇡

`

(H̃
�

(F
`

)) is a normal subgroup of H
�

(F
`

). If
⇡
`

is not absolutely irreducible, then there is a decomposition

F̄n

`

=
L

Z
i

where each Z
i

is an irreducible ⇡
`

(H̃
�

(F
`

))-module and the Z
i

are permuted tran-
sitively by the action of H

�

(F
`

)/⇡
`

(H̃
�

(F
`

)). The number of irreducible summands
is bounded by the dimension n, so for every g 2 H

�

(F
`

), every eigenvalue of gn!

occurs with multiplicity greater than 1.
Since g0 generates a Zariski dense subgroup of the unique maximal torus in G

�0

that contains it, so does gn!0 . It follows that the eigenvalue of gn!0 corresponding
to the highest weight has multiplicity 1. Since ` - µ, the eigenvalues of gn!0 are
distinct modulo �, so one of the eigenvalues of ⇢̄

�

(Frn!
v

) has multiplicity 1. This
contradiction shows that ⇡

`

is absolutely irreducible. ⇤

Corollary A.16. If ` is su�ciently large then A[�] is an irreducible E [G
K

]-module.
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Proof. By Lemma A.7 applied with H := H
�

and � := ⇢̄
�

(G
K

), and Proposition
A.9(ii)(a), the image of G

K

in H
�

(F
`

) contains the image of H̃
�

(F
`

). By Propo-
sition A.15 and Lemma A.8 the latter is an irreducible subgroup of Aut(X̄

�

) =
AutE/�(A[�]). ⇤

We can now prove Theorem A.1.

Proof. Since End
K

(A) = End
K̄

(A), we have that A is absolutely simple and in-
creasing K does not change E . Thus it su�ces to prove the theorem with K
replaced by a finite extension, if necessary, so we may assume that K and ` satisfy
Proposition A.9.

Suppose now that ` splits completely in M and in the number field L defined
before Lemma A.13, and that ` ⌘ 1 (mod N) where N is as in Proposition A.6.
We will apply Proposition A.6 with G = H̃

�

, and the representation ⇢ = ⇡
`

: H̃
�

!
H

�

⇢ GL
n

. By Proposition A.14, H̃
�

is split and there is an ⌘0 2 H̃
�

(F
`

) such
that (X̄

�

)h⇡`(⌘0)i = 0. By Proposition A.15, ⇡
`

is absolutely irreducible. Thus
we can apply Proposition A.6 to conclude that there is an ⌘1 2 H̃

�

(F
`

) such that
dimF`(X̄�

)h⇡`(⌘1)i = 1.
By Lemma A.7 (applied with H := H

�

and � := ⇢̄
�

(G
K

)) and Proposition
A.9(ii)(a), for all su�ciently large ` we have ⇡

`

(H̃
�

) ⇢ ⇢̄
�

(G
K

ab). In particular we
can choose ⌧

i

2 G
K

ab so that ⇢̄
�

(⌧
i

) = ⇡
`

(⌘
i

) for i = 0, 1. We have

(X̄
�

)h⌧ii = HomE/�(W̄�

, A[�])h⌧ii = HomE/�(W̄�

, A[�]h⌧ii)

so
length(A[�]h⌧ii) = dim(X̄

�

)h⌧ii = i

for i = 0, 1. This proves the theorem. ⇤
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[8] Serre, Jean-Pierre: Lettre à Ken Ribet du 1/1/1981. Œuvres. Collected papers. IV. 1985–
1998. Springer-Verlag, Berlin, 2000.
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