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GETTING STARTED 
WHAT THIS DOCUMENT IS ABOUT? 

A beginner-friendly guide for new students (both undergraduate 
and graduate) who have little to no background in Artificial 
Intelligence (AI) or academic research. This document covers 
foundational knowledge, provides practical resources, and offers tips 
to develop the skills needed for AI research. 
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1. INTRODUCTION TO AI 

Definition and Scope 

• Artificial Intelligence (AI) refers to the development of 
computer systems able to perform tasks that typically require 
human intelligence, such as decision-making, pattern 
recognition, or language understanding. 

• AI is interdisciplinary, blending computer science, 
mathematics, philosophy, psychology, and linguistics. 

Brief Historical Overview 

• 1950s–1970s (Symbolic AI): Early AI focused on logic-
based, rule-driven systems (e.g., solving puzzles, proving 
theorems). 

• 1980s–1990s (Knowledge-Based Systems): Expert 
systems gained popularity, encoding human knowledge in rule-
based engines. 

• 2000s–Present (Statistical AI): Explosion of data and 
computational power led to machine learning (ML) and deep 
learning (DL) breakthroughs, enabling speech recognition, 
computer vision, and more. 

Symbolic AI vs. Statistical AI 

• Symbolic AI: Uses explicit rules and logical reasoning (e.g., 
knowledge graphs, expert systems). 

• Statistical AI: Relies on patterns learned from data (machine 
learning, neural networks). 

Key Milestones 

• 1956: Dartmouth Workshop—often cited as the birth of AI. 
• 1997: IBM’s Deep Blue defeated world chess champion Garry 

Kasparov. 
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• 2012: Deep learning techniques significantly improved image 
recognition (ImageNet breakthrough). 

• 2016: DeepMind’s AlphaGo defeated Go champion Lee Sedol, 
demonstrating the power of reinforcement learning. 

 

2. MAJOR AI SUBFIELDS 

1. Machine Learning (ML) 
o Involves algorithms that learn patterns from data. 
o Subcategories: Supervised, Unsupervised, Semi-

supervised, and Reinforcement Learning. 
2. Deep Learning (DL) 

o A subset of ML that uses multi-layered neural networks 
to learn representations of data. 

o Core frameworks: Convolutional Neural Networks (CNNs) 
for images, Recurrent Neural Networks (RNNs) or 
Transformers for sequential data. 

3. Natural Language Processing (NLP) 
o Enables machines to understand and generate human 

language. 
o Applications: Chatbots, machine translation, sentiment 

analysis. 
4. Computer Vision 

o Focuses on enabling computers to interpret and process 
visual information (images, videos). 

o Applications: Object detection, facial recognition, 
autonomous vehicles. 

5. Robotics 
o Combines AI algorithms with mechanical devices to 

perceive the environment and perform tasks. 
o Involves motion planning, control systems, and sensor 

integration. 
6. Reinforcement Learning (RL) 

o Uses reward-based learning where an agent learns by 
trial and error in an environment. 
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o Notable achievements include AlphaGo, AlphaZero, and 
advanced robotic control. 

 

3. KEY CONCEPTS AND TERMINOLOGY 

• Algorithms: Step-by-step procedures for calculations or 
problem-solving. 

• Models: Mathematical representations or approximations used 
to make predictions or decisions. 

• Datasets: Collections of data (text, images, numerical values, 
etc.) used to train and evaluate AI models. 

• Training & Inference:  
o Training: The process of adjusting a model’s parameters 

to minimize error on a training dataset. 
o Inference: Using the trained model to make predictions 

on new, unseen data. 
• Neural Networks: Computational structures loosely inspired 

by the human brain, consisting of layers of interconnected 
nodes (“neurons”). 

• Overfitting/Underfitting:  
o Overfitting: Model learns noise or random fluctuations 

in the training data, failing to generalize. 
o Underfitting: Model is too simple and fails to capture 

the underlying trend in the data. 

 

4. HOW TO READ AI RESEARCH PAPERS 

Step-by-Step Approach 

1. Abstract: Get a high-level understanding of the problem, 
methods, and key results. 

2. Introduction: Understand the motivation, hypothesis, and 
why the research matters. 

3. Related Work: Explore background context, existing 
solutions, and the paper’s position in the field. 
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4. Methodology: Examine how the experiments or models are 
designed. 

5. Results & Discussion: Understand the outcomes, 
significance, and limitations of the work. 

6. Conclusion & Future Work: Observe the final takeaways 
and next steps. 

Top AI Conferences and Journals 

• Conferences: NeurIPS, ICML, ICLR, AAAI, CVPR, ACL. 
• Journals: Journal of Machine Learning Research (JMLR), IEEE 

Transactions on Pattern Analysis and Machine Intelligence 
(TPAMI). 

Where to Find Papers 

• arXiv.org: Preprints of cutting-edge AI research. 
• Conference Proceedings: Official websites for each 

conference (e.g., NeurIPS Proceedings). 

 

5. HOW TO WRITE AI RESEARCH PAPERS 

Structural Best Practices 

1. Abstract: Clear and concise overview of your research. 
2. Introduction: State the problem, motivation, and main 

contributions. 
3. Related Work: Situate your research within existing 

literature. 
4. Methodology/Approach: Describe your models, data, and 

experimental setup in detail. 
5. Results: Present findings using figures, tables, or metrics. 
6. Discussion/Analysis: Interpret results, acknowledge 

limitations, and suggest improvements. 
7. Conclusion: Summarize key points and propose future 

directions. 
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Clarity and Replicability 

• Use clear language and precise mathematical notation. 
• Provide enough detail (hyperparameters, dataset sources) so 

others can replicate your work. 
• Include ethical considerations when applicable (e.g., data 

privacy, fairness). 

Tools and Templates 

• LaTeX (commonly used in academia for paper formatting). 
• Overleaf (online LaTeX editor that allows collaborative 

writing). 

 

6. FOUNDATIONAL BOOKS AND RESOURCES 

1. Textbooks 
o “Artificial Intelligence: A Modern Approach” (Stuart 

Russell & Peter Norvig)  
§ Comprehensive overview of AI from search 

algorithms to advanced topics. 
o “Deep Learning” (Ian Goodfellow, Yoshua Bengio, 

Aaron Courville)  
§ In-depth coverage of neural networks, theory, and 

applications. 
o “Pattern Recognition and Machine Learning” 

(Christopher Bishop)  
§ Covers statistical methods in ML with a solid 

mathematical foundation. 
2. Online Courses 

o Andrew Ng’s Machine Learning on Coursera  
§ Classic introduction to ML concepts and techniques. 

o Stanford CS229 (Machine Learning)  
§ Comprehensive lectures and materials available 

online. 
o Fast.ai (Practical Deep Learning)  
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§ Hands-on approach with minimal math upfront, 
great for beginners. 

3. YouTube Channels & Podcasts 
o Two Minute Papers (short explanations of recent 

papers) 
o Lex Fridman Podcast (deep interviews with AI 

researchers) 
o Yannic Kilcher (in-depth paper reviews and insights) 

 

7. RESEARCH TOOLS AND FRAMEWORKS 

• Programming Languages  
o Python: The most widely used language in AI for its 

robust ecosystem of libraries. 
• Popular Libraries/Frameworks  

o PyTorch: Known for ease of use and dynamic 
computation graphs. 

o TensorFlow: Google’s popular ML framework; offers 
high-level APIs (Keras). 

o scikit-learn: Great for traditional ML algorithms and 
data preprocessing. 

• Getting Started  
o Official documentation:  

§ PyTorch docs 
§ TensorFlow docs 
§ scikit-learn docs 

 

8. DATA SOURCES AND COMPETITIONS 

• Open Datasets 
o ImageNet: Large-scale dataset for image recognition 

tasks. 
o CIFAR: Smaller image datasets (CIFAR-10, CIFAR-100). 

https://pytorch.org/docs
https://www.tensorflow.org/learn
https://scikit-learn.org/stable/documentation.html


8 

o MNIST: Handwritten digit dataset (often a “Hello World” 
for ML). 

• Competition Platforms 
o Kaggle: Hosts data science competitions, provides 

datasets, and a strong community. 
o DrivenData: Focuses on social impact challenges. 

• Why Competitions Help 
o Offer practical, hands-on experience with real-world data. 
o Encourage collaboration and skill-building with tight 

deadlines. 

 

9. ACADEMIC ETHICS AND BEST PRACTICES 

• Proper Citation & Plagiarism 
o Always cite sources—papers, code repositories, datasets. 
o Use citation managers (Mendeley, Zotero) to organize 

references. 
• Responsible AI 

o Bias & Fairness: Be aware of how training data might 
skew results. 

o Transparency: Clearly state model limitations and 
potential risks. 

o Privacy: Respect data usage guidelines (GDPR, IRB 
considerations). 

• Honest Experimental Reporting 
o Publish negative results and errors for transparency. 
o Follow guidelines for reproducible research (shared code, 

thorough documentation). 

 

10. STAYING UPDATED IN AI 

• Reading & Following 
o arXiv (cs.AI, cs.LG): Preprints of the latest research. 
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o AI Blogs & Newsletters: Distill.pub, The Batch 
(Andrew Ng). 

o Social Media: Twitter/LinkedIn for AI researchers, 
relevant hashtags (#MachineLearning, #DeepLearning). 

• Conferences and Meetups 
o Attend or watch recorded talks from conferences 

(NeurIPS, ICML, ICLR). 
o Join local AI or data science meetups to network and 

learn collaboratively. 
• Aggregator Sites 

o Reddit r/MachineLearning: Discussions, papers, and 
resources. 

o Hacker News: Tech news and commentary. 

 

11. ADVICE FOR ASPIRING AI RESEARCHERS 

• Essential Skills 
o Mathematics (Linear Algebra, Calculus, 

Probability/Statistics). 
o Coding Proficiency (Python + ML frameworks). 
o Communication (writing, presenting, collaborating). 

• Networking & Mentorship 
o Engage with peers, professors, or online communities  
o Seek mentorship from experienced researchers or lab 

groups. 
• Cultivating Curiosity 

o Ask questions about how and why an approach works (or 
fails). 

o Stay open to interdisciplinary perspectives (e.g., 
neuroscience, linguistics). 

• Developing a Research Mindset 
o Embrace iterative experimentation: learn from 

failures and refine. 
o Keep track of ideas in a research journal or notes app. 
o Read broadly across subfields to spot new opportunities 

or connections. 
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CONCLUSION 
“AI Research 101” offers a broad overview of the AI landscape, 
from core concepts to practical advice on reading and writing research 
papers. By exploring the recommended textbooks, online courses, and 
tools, you’ll gain both theoretical understanding and hands-on 
experience. Remember that AI research thrives on curiosity, 
collaboration, and continuous learning—embrace these values, 
and you’ll be well on your way to making meaningful contributions in 
this rapidly evolving field. 

 

Next Steps 

• Begin with foundational courses and gradually explore 
advanced topics that spark your interest. 

• Join study groups or research labs if possible. 
• Keep an eye on emerging trends (e.g., large language models, 

generative AI, responsible AI). 

With consistent effort, the journey from novice to contributing AI 
researcher is well within reach. Good luck and enjoy the process! 

 


