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A Motivating Example: Classifying Image Excerpts

Goal: Extracting intrinsic structure in images by clustering
and finding complete set of efficient linear basis functions.

painting?

newspaper?

March 30, 2023 NP Mixture Models



A Motivating Example: Classifying Image Excerpts

Goal: Extracting intrinsic structure in images by clustering
and finding complete set of efficient linear basis functions.

painting?

newspaper?

March 30, 2023 NP Mixture Models



Outline

1 Non- and semi-parametric mixture models; the identifiability
problem

2 An EM-like framework for estimation

3 Some multivariate clustering problems and identifiability

4 Combining NP mixture models with Independent Components
Analysis

March 30, 2023 NP Mixture Models



Outline

1 Non- and semi-parametric mixture models; the identifiability
problem

2 An EM-like framework for estimation

3 Some multivariate clustering problems and identifiability

4 Combining NP mixture models with Independent Components
Analysis

March 30, 2023 NP Mixture Models



Let us first introduce nonparametric finite mixtures

X ∼ g(x)︸︷︷︸
mixture
density

=

∫
fϕ(x)︸ ︷︷ ︸
component
density

dQ(ϕ)︸ ︷︷ ︸
mixing

distribution

(1)

Sometimes, Q(·) is the “nonparametric” part;
e.g., work by Bruce Lindsay assumes Q(·) is unrestricted.
However, in this talk we assume that

fϕ(·) is (mostly) unrestricted
Q(·) has finite support

So (1) becomes

g(x) =
m∑
j=1

λj fj(x) . . . and we assume m is known.
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Old Faithful Geyser: simple univariate example

Time between Old Faithful eruptions

Minutes

40 50 60 70 80 90 100

0
10

20
30

40
50

from www.nps.gov/yell

Let m = 2, so assume we
have a sample from

λ1f1(x) + λ2f2(x).

Why do we need any
assumptions on fj?

March 30, 2023 NP Mixture Models



With no assumptions, parameters are not identifiable

λ1f1

λ2f2

λ1f1 λ2f2

λ1f1 λ2f2

Multiple different parameter
combinations

(λ1, λ2, f1, f2)

give the same mixture density.

Thus, some constraints on fj are
necessary.

NB: Sometimes, there is no
obvious multi-modality.
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The univariate case is identifiable under some assumptions

It is possible to show1 that if

g(x) =
2∑

j=1

λj fj(x),

the λj and fj are uniquely identifiable from g if λ1 ̸= 1/2 and

fj(x) ≡ f (x − µj)

for some density f (·) that is symmetric about the origin.

1cf. Bordes, Mottelet, and Vandekerkhove (2006);
Hunter, Wang, and Hettmansperger (2007)
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Here’s a review of EM-ology for mixture models:

EM preliminaries: A “complete” observation (X ,Z) consists of:

The “observed” data X

The “unobserved” vector Z, defined by

for 1 ≤ j ≤ m, Zj =

{
1 if X comes from component j

0 otherwise
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Standard EM for finite mixtures looks like this:

E-step: Amounts to finding the conditional expectation of
each Zi :

Ẑij
def
= E θ̂ (Zij |X = x) = Pθ̂ (Zij = 1 |X = x) =

λ̂j f̂j(xi )

λ̂ · f̂(xi )

M-step: Amounts to maximizing the “expected complete
data loglikelihood”

Lc(θ) =
n∑

i=1

m∑
j=1

Ẑij log [λj fj(xi )] =⇒ λ̂
next

=
1

n

∑
i

Ẑi

Iterate: Let θ̂
next

= argmaxθ Lc(θ) and repeat.

N.B.: Usually, fj(x) ≡ f (x ;ϕj). We let θ denote (λ,ϕ).
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 1 

StDev = 7.07 
Mean 1 = 60 
Mean 2 = 65 
Lambda = 0.5
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 2 

StDev = 14.57 
Mean 1 = 60.61 
Mean 2 = 76.36 
Lambda = 0.35
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 3 

StDev = 12.27 
Mean 1 = 62.52 
Mean 2 = 75.16 
Lambda = 0.34
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 4 

StDev = 11.89 
Mean 1 = 61.66 
Mean 2 = 75.58 
Lambda = 0.34
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 5 

StDev = 11.41 
Mean 1 = 60.51 
Mean 2 = 76.16 
Lambda = 0.34
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 6 

StDev = 10.7 
Mean 1 = 59.1 

Mean 2 = 76.88 
Lambda = 0.34
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 7 

StDev = 9.67 
Mean 1 = 57.47 
Mean 2 = 77.76 
Lambda = 0.34
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 8 

StDev = 8.26 
Mean 1 = 55.87 
Mean 2 = 78.71 
Lambda = 0.34
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 9 

StDev = 6.84 
Mean 1 = 54.82 
Mean 2 = 79.49 
Lambda = 0.35
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 10 

StDev = 6.1 
Mean 1 = 54.54 
Mean 2 = 79.89 
Lambda = 0.35
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 11 

StDev = 5.91 
Mean 1 = 54.56 
Mean 2 = 80.03 
Lambda = 0.36
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 12 

StDev = 5.88 
Mean 1 = 54.59 
Mean 2 = 80.07 
Lambda = 0.36
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 13 

StDev = 5.87 
Mean 1 = 54.61 
Mean 2 = 80.09 
Lambda = 0.36
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 14 
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 15 
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 16 
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EM movie based on Old Faithful Data
Next:  E−step for Iteration 17 
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Recall the non- (or semi-)parametric problem

We believe we have an i.i.d. sample from

g(x) =
2∑

j=1

λj fj(x),

where we assume λ1 ̸= 1/2 and

fj(x) ≡ f (x − µj)

for some density f (·) that is symmetric about the origin.

Thus, the parameters to estimate are fj , λj , and µj

for j = 1 and j = 2.
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We may modify the usual EM algorithm

E-step: Same as usual:

Ẑij ≡ E θ̂ (Zij |X = x) =
λ̂j f̂ (xi − µ̂j)

λ̂1f̂ (xi − µ̂1) + λ̂2f̂ (xi − µ̂2)

M-step: Maximize complete data “loglikelihood” for λ and µ:

λ̂next
j =

1

n

n∑
i=1

Ẑij µ̂next
j = (nλ̃j)

−1
n∑

i=1

Ẑijxi

KDE-step: Update estimate of f (for some bandwidth h) by

f̂ next(u) = (nh)−1
n∑

i=1

2∑
j=1

ẐijK

(
u − xi + µ̂j

h

)
, then symmetrize.
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Compare two solutions for Old Faithful data

Time between Old Faithful eruptions

Minutes

D
en

si
ty

40 50 60 70 80 90 100

0.
00

0.
01

0.
02

0.
03

0.
04

Gaussian EM:
µ̂ = (54.6, 80.1)

Semiparametric EM with
bandwidth = 4:
µ̂ = (54.7, 79.8)

Both algorithms
implemented in mixtools
package for R (Benaglia,
Chauveau, Hunter, &
Young 2009).
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Introducing the notion of conditional independence

Each density on Rr is assumed to be the product of its marginals:

g(x) =
m∑
j=1

λj

r∏
k=1

fjk(xk)

Crucially, we do not assume a parametric form for fjk .

We call this model conditional independence
(cf. Hall and Zhou, 2003; Qin and Leung, 2006)

Very similar to repeated measures models:

In RM models, we often assume measurements are
independent conditional on the individual.
Here, we have component-specific effects instead of
individual-specific effects.

CI aids interpretation; univariate densities easy to visualize
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There exists an elegant identifiability result for conditional
independence when r ≥ 3

Recall the conditional independence finite mixture model:

g(x) =
m∑
j=1

λj

r∏
k=1

fjk(xk)

Allman, Matias, & Rhodes (2009) use a theorem by Kruskal
(1976) to show that if:

f1k , . . . , fmk are linearly independent for each k ;

r ≥ 3

. . . then g(x) uniquely determines all the λj and fjk (up to
label-switching).
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Iris Data

Sepal.Length

Sepal.Width

Petal.Length

Petal.Width

Well-known dataset for testing
clustering methods. . .

. . . however, clearly conditional
independence is violated for
these data.
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Larger Example: Classifying Image Excerpts

Goal: Extracting intrinsic structure in images by clustering
and finding complete set of efficient linear basis functions.

painting?

newspaper?

March 30, 2023 NP Mixture Models



Outline

1 Non- and semi-parametric mixture models; the identifiability
problem

2 An EM-like framework for estimation

3 Some multivariate clustering problems and identifiability

4 Combining NP mixture models with Independent Components
Analysis

March 30, 2023 NP Mixture Models



In some cases, conditional independence is too restrictive

Idea: Suppose Y1, . . . ,Yn satisfy conditional independence but we
observe Xi = AjYi when Yi is in the jth mixture component.

Here, A1, . . . ,Am are r × r matrices.
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Generalizing conditional independence

Observe Xi = AjYi when Yi is in the jth mixture component:

g(x) =
m∑
j=1

λj fj(x),

fj(x) = qj(A
−1
j x)|detAj |−1, (2)

qj(y) =
r∏

k=1

qjk(yk) (3)

For identifiability, we assume

E (YiY
⊤
i ) = I (4)

Equations (2), (3), and (4) are common in the ICA (Independent
Components Analysis) literature.
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Component-wise ICA idea illustrated:

Y1, . . . ,Yn X1, . . . ,Xn

[Figure from Xiaotian Zhu’s dissertation defense.]
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We may eliminate the λj parameters

Notation: Define fA as

fA(x) = f (A−1x)| det A|−1,

for describing the density function of a linearly transformed
random vector.

Then we may write

g(x) =
m∑
j=1

λj fj(x) =
m∑
j=1

(ej)Aj
(x).

Importantly, ej(·) = λjqj(·) is not constrained to integrate to 1 as
fj(·) and qj(·) are.

March 30, 2023 NP Mixture Models



Estimation uses smoothed minimum penalized K-L
divergence

Following Levine et al (2011) and Zhu and Hunter (2016), we
propose estimating e = (e1, e2, ..., em) and A = (A1,A2, ...,Am) by
minimizing

ℓ(e,A) =∫
g(x) log

g(x)/ m∑
j=1

(Nhej)Aj
(x)

 dx+

∫  m∑
j=1

(ej)Aj
(x)

 dx,

where N is the nonlinear smoother of Eggermont and LaRiccia
(1995):

[N fj ](x) = exp

∫
1

hr
Kr

(
x− u

hr

)
log fj(u) du.
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Finite sample version

The finite-sample version of the smoothed penalized K-L
divergence is

ℓ(e,A) =

− 1

n

n∑
i=1

log
m∑
j=1

(Nhej)Aj
(xi) +

∫  m∑
j=1

(ej)Aj
(u)

 du.

Minimization is achieved via an MM algorithm.

Theorem (Zhu and Hunter, 2016): If e is a solution to the
main optimization problem, then∫ m∑

j=1

ej(u)du = 1.
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Benchmark: Iris dataset

Iris flower data: NSMM-ICA misclassifies 7 out of 150.
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Classifying Image excerpts

Data dimension:
10000× 144

Classification error
rate: 1.2%

Basis functions
for each mixture
component
visualized:
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Summary

Non- and semi-parametric mixture models are viable as long as
parameters (including component densities) can be identified.

Multiple results on identifiability exist, as do EM-like
algorithms using kernel density estimation.

In the multivariate case:

Algorithms and identifiability results have been derived for the
conditional independence model.

Conditional independence is too restrictive for some
applications.

Our idea: Alternate iterations of the NP-EM estimation
algorithm with iterations of ICA.

Currently implemented in icamix package for R.
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