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PERCEPTION OF SYNTHESIZED
AUDIBLE AND VISIBLE SPEECH

Dominic W. Massaro and Michael M. Cohen
Program in Experimental Psychology, University ofCalifornia, Santa Cruz

Abstract-The research reported in this paper uses novel stimuli
to study how speech perception is influenced by information
presented to ear and eye. Auditory and visual sources ofinfor-
mation (syllables) were synthesized and presented in isolation
or in factorial combination. A five-step contilllium between the
syllables /bal and Idalwas synthesized along both auditory and
visual dimensions, by varying properties of the syllable at its
onset. The onsets of the second and third formants were ma-
nipulatedin the audible speech. For the visible speech, the
shape oft/Ie lips and the jaw position at the onset ofthe syllable
were manipulated. Subjects' identification jildgments of the
test syllables presented on videotape were influenced by both
auditory and visual information. The results.were used to test
between a fuzzy logical model of speech perception (FLMP)
and a categorical model of perception (CMP). These tests in-
dicate that evaluation and integration of the two sources of
information makes available continuous as opposed tojust cat-
egorical information. In addition, the integration of the two
sources appears to be nonadditive in that the least ambiguous
source has the largest impact on thejudgment. The two sources
of information appear to be evaluated, integrated. and iden-
tified as described by the FLMP-an optimal algorithm for
combining information from multiple sources. The research
provides a theoretical framework for understanding the im-
provement in speech perception by hearing-impaired listeners
when auditory speech is supplemented with other sources of
information.

INTRODUCTION

Speech perception is a human skill that rivals our other im-
pressive achievements. People manage to communicate under
the most adverse conditions imaginable. The robustness of hu-
man communication contrasts sharply with that of machines.
Even after decades of intense effort, speech recognition by ma-
chine remains far. inferior to human performance. One assump-
tion underlying the present research is that human recognition
of speech is robust because there are usually multiple sources of
information supporting speech perception, which the perceiver
evaluates and integrates to achieve perceptual recognition.

The goal of the present research is to determine how audi-
tory and visual information together influence speech percep-
tion. We use the experimental method of manipulating these
sources of information using synthetic speech and observing

Correspondence and reprint requests to Dominic W. Massaro, Pro-
gram in Experimental Psychology, University of California, Santa
Cruz, CA 95064.

corresponding changes in perceptual judgments. In previous
studies, the inability to synthesize visible speech continua has
limited the power of experimental contrasts. In the present
study, synthetic auditory and visual speech are manipulated in
an expanded factorial design. Different auditory syllables are
combined factorially with different visual syllables, and the de-
sign is expanded to include the unimodal presentation of each
syllable. The same number of different auditory and visual syl-
lables is used because the strongest tests of mathematical mod-
els of performance consist of expanded factorial designs in
which the independent variables have the same number of lev-
els. These designs have the largest number of independent ob-
servations to be predicted relative to the number of free model
parameters that must be estimated from the data. In a success-
ful theoretical account of results from an expanded factorial
design we must describe how the identification of each bimodel
syllable occurs as a function of the identifications of the uni-
modal syllables that compose it. Before presenting the empiri-
cal study, we will adduce evidence that visible speech is an
influential source of information in face-to-face communication,
and review how visible speech can compensate for hearing loss.
We also describe how visual information can influence normal
speech perception even when the auditory information is well-
specified, and summarize the types of information provided by
visible speech.

SPEECH PERCEPTION BY EYE

Hearing impairment is a more prevalent problem than most
of us realize, with an estimated 21.1 million individuals (9% of
the population) in the United States affected to some degree
(Hotchkiss, 1987). Those affected (as of a decade ago) include
841,000 youth 6 to 17 years of age (Ries, 1987). Both absolute
sensitivity to undegraded speech and the ability to hear speech
in noisy environments decline systematically with aging (Na-
tional Research Council, 1987). Some, but not all, of this de-
cline can be accounted for by a loss of hearing with age. Un-
fortunately, there are limitations in the degree to which hearing
can be restored with hearing aids, primarily because hearing
aids amplify all sound, not just the critical speech sounds.

Luckily, loss of hearing can be compensated for by other
sources of information in speech perception. Watching a speak-
er's face and lips provides powerful information in speech per-
ception and language understanding. Experiments have shown
that this visible speech is particularly important when the au-
ditory speech is degraded by noise, bandwidth filtering, or hear-
ing-impairment. Summerfield (1979), for example, found that
subjects recognized only 23% of the sentences presented in a
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noisy environment consisting of a continuous prose back-
ground, while their accuracy increased to 65% with a view of
the speaker's face. In another study, Breeuwer and Plomp
(1984) found that the perception of bandpass filtered short sen-
tences improved from 23% to 79% correct when subjects were
also permitted a view of the speaker. For hearing-impaired
adults, lipreading the speaker improved consonant recognition
from 55% to 80% correct (Walden, Prosek, & Worthington,
1974). Thus, visual information from the speaker's face can
compensate for a lack of auditory information in language pro-
cessing.

The strong influence of visible speech is not limited to situ-
ations with degraded auditory input, however, and has an im-
portant influence even when paired with perfectly intelligible
speech sounds. We have all noticed the discrepancy of sight and
sound in dubbed movies, but a modification of this situation by
McGurk and MacDonald (1976) illustrates the power of visible
speech. A videotape of a person making a visible labial articu-
lation Ipa-pal was dubbed with the alveolar nasal speech sounds
Ina-oal. This dubbed speech event gives a situation in which
inteliigible auditory speech is paired with a contradictory visual
articulation. Even though subjects were asked to indicate what
they heard, a strong effect of the visual source of information
was observed, with subjects often reporting hearing the labial
nasal/ma-mal. A perceiver's recognition of an auditory-visual
syllable reflects the contribution of both sound and sight. This
surprising perceptual experience has come to be known as the
McGurk effect.

Analogous to the perception of auditory speech by hearing-
impaired individuals, visible speech alone is not sufficient for
comprehensive perception. Although sound is potentially ade-
quate for discriminating all distin,ctions in speech, only a subset
of these distinctions is carried by visible speech. Information
about place of articulation and duration are visible to some
extent, whereas voicing is not. I Considerable research effort
has uncovered the contrasts in speech that can be conveyed by
visual information (MacDonald & McGurk, 1978; McGurk &
MacDonald, 1976; Summerfield, 1979, 1983; Walden, Prosek,
Montgomery, Scherr, & Jones, 1977).

The classes of consonant speech gestures that can be dis-
criminated are called visemes, analogous to the phonemes of
audible speech. Adults without any previous training usually
can distinguish six categories of consonants. In a typical study
(Walden, Prosek, Montgomery, Scherr & Jones, 1977), the six
viseme categories that could be discriminated were [$", fv,
pbm, sZ!z, VI, and 1], based on a criterion of 72% judgments
from within the viseme category. Training improves the dis-
crimination and identification of visible speech. After 14 hours
of training in lipreading, the number of discriminable viseme
categories increased from six to nine. The nine viseme catego-
ries were {ea-;"'fv, fZ, sz, pbm, tdnkgj, w, r, and 1].

o Compared to consonants, it is easier to articulate the same
vowel with different ~ocal tract configurations (Ladefoged,

1. Loosely speaking, place of articulation refers to the point in the
oral cavity that is the most constricted during articulation; duration is
the temporal duration of the consonant segment; and voicing describes
vibration of vocal cords.
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Harshman, Goldstein & Rice, 1978). Vowels have consistent
visible information, however, and this information is used in
speech perception by eye (Summerfield, 1983). In one study,
observers lipread 15 vowels and diphthongs in the context /h-g/,
produced by four female talkers (Montgomery & Jackson,
1983). All vowels were recognized at better than chance accu-
racy. An analysis of the recognition confusions was used to
determine what visible characteristics are functional in lipread-
ing. One property appeared to be the opening of the mouth and
the vertical separation of the lips. This dimension provides in-
formation about the height ofthe tongue in the mouth. A second
property was the degree of lip spreading/rounding, which is a
visible dimension correlated with the part of the tongue that is
raised or lowered. The vowels in English are fairly discrim-
inable from one another on the basis of these two properties.

The value ofvisible speech in speech perception warrants its
study, in the same way that auditory speech has been studied.
Although progress has been made using natural speech as stim-
uli, the computer synthesis of a speaker's face permits better-
controlled and more systematic analysis of the perceptual pro-
cess. Synthetic speech has been valuable, if not indispensable,
for the study of auditory speech perception; and the study of
visible speech perception should be no different. In addition to
achieving exact control over the speech stimulus, synthetic
speech allows the creation of novel speech segments that are
not easily produced naturally. Presenting these novel segments
to subjects in psychophysical tasks provides important infor-
mation about the processes involved in speech perception. Be-
fore further describing the new synthetic visual speech we
will describe the synthetic audible speech used in the present
study.

SYNTHETIC AUDffiLE SPEECH

Tokens of the first author's /bal and Idal were analyzed using
linear prediction to derive a set of parameters for driving a
software formant serial resonator speech synthesizer (Klatt,
1980). By altering the parametric information specifying the
first 80 msec of the consonant-vowel syllable, a set of five 400
msec syllables covering the range from /baJ to Idal was created:
The center and lower panels of Figure 1 show how some of the
acoustic synthesis parameters changed over time for the most
/bal-like and Ida/-like of the 5 auditory syllables. During the first
80 msec, the first formant (Fl) went from 250 Hz to 700 Hz
following a negatively accelerated path. The F2 followed a neg-
atively accelerated path to 1199 Hz, beginning with one of five
values equally spaced between 1187 and 1437 Hz from most
/bal-like to most Idal-like, respectively. The F3 followed a linear
transition to 2729 Hz from one of five values equally spaCed
between 2387 and 2637 Hz. All other stimulus characteristics
were identical for the five auditory syllables. Figure 2 gives the
spectrograms of the five syllables along the continuum.

SYNTHETIC VISffiLE SPEECH

Several forms of stimulated facial display have been used for
speech studies. Relatively simple Lissajou's figures have been.
displayed on an oscilloscope to simulate lip movement, using
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Fig. 1. Visual and auditory parameter values over time for vi-
sual Ibal and Idal stimuli and auditory Ibal and Idal stimuli.
Bottom panel shows formants FI, F2, and F3, middle panel
shows voicing amplitude, and top panel shows jaw rotation and
lip protrusion. See text for details.

joined together at the edges (Parke, 1974, 1975, 1982). The left
side of Figure 3 shows a framework rendering of this model. To
achieve a natural appearance, the surface is smooth shaded
using Gouraud's (1971) method (shown in the right panel of
Figure 3). The face is animated by altering the location of var-
ious points in the grid under the control of 50 parameters, II of
which are used for speech animation. Control parameters used
for several demonstration sentences were selected and refined
by the investigator by studying his own articulation frame by
frame and estimating the control parameter values (Parke,
1974).

Recently, this software and facial topology has been trans-
lated from the original JOVIAL language to C and given new
speech- and expression-control routines (Pearce, Wyvill,
Wyvill & Hill, 1986). In this system, a user can type a string of
phonemes which are then converted to control parameters
which are changed over time to produce the desired animation
sequence. Each phoneme is defined in a table according to tar-
get values for segment duration, segment type (stop, vowel,
liquid, etc.) and 11 control parameters. The parameters that are
used are jaw rotation, mouth x scale, mouth z offset, lip ~omer

x width, mouth comer z offset, mouth comer x offset, mouth
comer y offset, lower lip 'f tuck, upper lip raise, and x and z
teeth offset. The revised software of Pearce et al. (1986) was
implemented by us on a Silicon Graphics IRIS 3030 computer.
We have adapted the software to allow new intermediate test
phonemes and written several output processors (pipes) for ren-
dering the polygonal image information in different ways. One
pipe produces wireframe images, a second produces Gouraud
shaded images with a diffuse illumination model, a third also
includes specular illumination (white highlights), and a fourth
pipe uses tesselation (recursive polygon subdivision) for im-
proved skin texture appearance as well as randomly determined
hair. The diffuse pipe used in the present experiment now takes
about I min to render and record each frame while the diffuse +
specular rendering takes 3 min. This is a considerable improve-
ment over a speed of about 15 min per frame for a diffuse
illumination model previously reported by Pearce et al. (1986).
To create an animation sequence, each frame was recorded

JAW ROTATATION10

Ij ..-5----£ ~
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analog control voltages to vary the height and width of the
simulated lips (Erber & DeFilippo, 1978). A model for lip shape
was developed which allowed computation of coarticulatory
effects for CVCVC segments (Montgomery, 1980). The lip
shape display was done on a vector graphic device using about
130 vectors at a rate of about 4 times real time. A real-time
vector display system for displaying simple 2-dimensional faces
has also been reported (Brooke & Summerfield, 1983).

To generate more realistic full facial displays, two general
strategies have been employed: musculoskeletal models (Platt
& Badler, °1981), and parametrically controlled polygon topol-
ogy (parke, 1974). The latter strategy was used in a fairly real-
istic animation by modeling the facial surface as a polyhedral
object composed of about 900 small surfaces arranged in 3D,

Fig. 2. Spectrograms for the five levels of auditory speech between Ibal and Idal.
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ure, the face with the default parameter values was recorded for
2000 msec preceding and 2000 msec following the time shown
for a total visual stimulus of 4866 msec. An immobile face (for
auditory alone trials) was also synthesized which kept the de-
fault values for the entire 4866 msec.

Following the synthesis the Betacam tape was dubbed to %"
U-Matic for editing. Only the final 4766 msec of each video
sequence was used for each trial. A tone marker was dubbed
onto the audio channel of the tape at the start of each syllable to
allow the playing of the 400 msec auditory speech stimulus just
following consonant release of the visual stimulus. The marker
tone on the video tape was sensed by a Schmidt trigger on a
PDP-11l34A computer which presented the auditory stimuli
from digitized representations on the computer's disk. Figure I
shows the temporal relationship between the auditory and vi-
sual parts of the stimulus. As can be seen in the figure, the
parameter transitions specifying the consonantal release oc-
curred at about the same time for both modalities.

Fig. 3. Framework (left) and Gouraud shaded (right) renderings
of polygon facial model.

using a broadcast quality Betacam video recorder under control
of the IRIS.

In prototypical experiments on auditory-speech perception,
some property of the speech stimulus is varied in small steps to
give a continuum of speech sounds between two alternatives.
For example, the onsets of the second and third formants can be
varied to give an auditory continuum between the syllables /ba!
and Ida!. In analogous fashion, we systematically varied param-
eters of the facial model to give a continuum between visual /ba!
and Ida!. Figure 4 gives pictures of the facial model at the time
of maximum stop closure for each of the five levels between /ba!
and Ida!. Table I gives the parameter target values used in the
visual synthesis for the consonant portion of each visual stim-
ulus, the default resting parameter values, and the values for the
vowel Ia!. The top panel of Figure I shows how the visual
synthesis parameters changed over time for the first (/bal) and
last (Ida!) visual levels. For clarity, only two of the visual pa-
rameters are shown-jaw rotation (larger parameter means
more open), and lip protrusion ("mouth z offset" in Table I,
smaller number means more protrusion). Not shown in the fig-

EXPERIMENTAL DESIGN

The ability to synthesize both audible and visible speech
offers a potentially informative approach to the study of speech
perception in face-to-face communication. Specifically, the
question of whether and how multiple sources of information
influence speech perception can be addressed. To study this
question, we combined synthetic audible and visible speech in
a novel expanded factorial design. Figure 5 illustrates a 5 x 5
expanded factorial design. Five levels of audible speech varying
between /ba! and Ida! were crossed with five levels of visible
speech varying between the same alternatives. In addition, the
audible and visible speech also were presented alone for a total
of 25 + 5 + 5 = 35 independent stimulus conditions. Six ran-
dom sequences were determined by sampling the 35 conditions
without replacement. Using this sequence, an edited %" video-
tape with six blocks of 35 trials was created from the original six
tokens. This tape was then dubbed to W' VHS videotape with
the auditory syllables added by the computer.

We carried out an experiment using this design with seven
college students as subjects. The subjects gave their informed
consent after the nature of the experiment was explained to

S8

Fig. 4. The facial model at the onset of articulation for each of the five levels of visible speech between /ba! and Idal.
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Table 1. Visual synthesis parameters for the default position, five stops, and lal

Parameter Default /bl 2 3 4 Id/ lal

Jaw rotation 3.00 0.00 0.75 1.50 2.25 3.00 10.00
Mouth x scale 1.00 1.00 1.05 I.l0 I.l5 1.20 1.00
Mouth z offset 0.00 -1.00 -0.75 -0.50 -0.25 0.00 2.00
Lip comer x width 0.00 0.00 1.25 2.50 3.75 5.00 20.00
Mouth comer z offset 0.00 -15.00 -15.00 -15.00 -15.00 . -15.00 0.00
Mouth comer x offset 0.00 2.00 4.50 7.00 9.50 12.00 0.00
Mouth comer y offset 0.00 0.00 0.75 1.50 2.25 3.00 -5.00
Lower lip 'f tuck 0.00 -5.00 -5.00 -5.00 -5.00 -5.00 0.00
Upper lip raise 0.00 2.00 4.75 7.50 10.25 13.00 2.00

them. Subjects were instructed to listen and to watch the
speaker, and to identify the syllable as /bal, Idal, /bdal, Idbal,
I it I, Ival, Igal, or "other." These response alternatives were
determined from pilot studies in which the responses were not
constrained. Each of the 35 possible stimuli were presented a
total of 12 times during two sessions and the subject identified
each stimulus during a 3 sec response interval.

RESULTS

The mean observed proportion of identifications for each of
the possible responses across subjects is shown as the points in
Figure 6. The results for only five responses are shown because
the responses Idbal, Igal, and "other" each accounted for no
more than 5% of the judgments in all of the three presentation
conditions. Both the auditory and visual sources of information
had a strong impact on the identification judgments. As can be
seen in Figure 6, the proportion of responses changed system-
atically across the visual continuum, both for the unimodal,
F(28, 168) = 18.16, p < .001, and bimodal, F(28, 168) = 17.00,
p < .001, conditions. Similarly, the pattern of responses
changed in an orderly fashion across the auditory continuum,
for both the unimodal, F(28, 168) = 9.63, p < .001, and bimo-
dal, F(28, 168) = 29.73, p < .001, conditions. Finally, the au-
ditory and visual effects were not additive, as indicated by the
significant auditory-visual interaction on response probability,
F(l12, 672) = 6.23, p < .001, in the bimodal condition. The
results will now be used to test between two contrasting models
of speech perception.

FUZZY LOGICAL MODEL OF PERCEPTION (FLMP)

Within the present framework, speech perception is viewed
as having available multiple sources of information supporting
the identification and interpretation of the language input. The
results from a wide variety of experiments can be described
within a framework of a fuzzy logical model of perception
(FLMP). The assumptions central to the model are (a) each
source of information is evaluated to give the degree to which
that source specifies vari~us alternatives; (b) the sources of
information are evaluated independently of one another; (c) the
sources are integrated to provide an overall degree of support
for each alternative; and (d) perceptual identification follows

VOL. 1, NO.1, JANUARY 1990

the relative degree of support among the alternatives (Massaro,
1987). The FLMP was tested against the results of the present
experiment. Following the research strategy of strong inference
(Platt, 1964), an alternative categorical model of speech percep-
tion (CMP) is also tested against the results.

According to the FLMP, well-learned patterns are recog-
nized in accordance with a general algorithm, regardless of the
modality or particular nature of the patterns. Three operations
assumed by the model are illustrated in Figure 7. Continuously-
valued features are evaluated, integrated, and matched against
prototype descriptions in memory, and an identification deci-
sion is made on the basis of the relative goodness of match of
the stimulus information with the relevant prototype descrip-
tions.

Applying the FLMP to the present task using auditory and
visual speech, both sources are assumed to provide continuous
and independent evidence for the each of the response alterna-
tives. Defining the onsets of the second (F2) and third (F3)
formants as the important auditory feature and the degree of
initial opening of the lips as the important visual feature, the
prototype for Idal might be something like:

Idal : Slightly faIling F2-F3 & Open lips.

The prototypes for /bal and I ital would be defined in an anal-
ogous fashion,

/bal : Rising F2-F3 & Closed lips,
I ital: Somewhat rising F2-F3 & Somewhat closed lips.

Given a prototype's independent specifications for the auditory
and visual sources, the value of one source cannot change the
value of the other source. The integration of the features defin-
ing each prototype is evaluated according to the product of the
feature values. If aD; represents the degree to which the audi-
tory stimulus Aj supports the alternative Idal, that is, has
Slightly falling F2-F3; and VVj represents the degree to which
the visual stimulus Vj supports the alternative Idal, that is, has
Open lips, then the outcome of prototype matching for Idal
would be:

where the subscripts i andj index the levels of the auditory and
.visual modalities, respectively. Analogously, if aBi represents

. 59
 at UNIV OF CALIFORNIA SANTA CRUZ on May 9, 2012pss.sagepub.comDownloaded from 

http://pss.sagepub.com/


PSYCHOLOGICAL SCIENCE

-- f"

Synthesized Audible and Visible Speech

Visual VIS All) YISoll YI5-2 YIS'3 YI$>4 YIS'O
1.0
.8

/bal 2 3 4 Idal None .6
~.4

.2

.0

/bal 1.0

- .8
.6

'" .4 ;§
1II .2 '"

2 z .0 III

0 1•0 z
a. .8

<0.6
1II .4 lila.

'"
.2 III

C 3 .0
'"~ 1.0 cr

9 .8

~ '\a. .6

~
<:a .4 lD

=' .2

< 4 .0
1.0

.8

.6 ;!.4

Idal .2
.0

B 0 B 0 B 0 B 0 B 0 B 0 B 0
VIS AlD AlD All) ALI) ALI) All)

None

Fig.' 5. Expansion of a typical factorial'design to include audi-
tory and visual conditions presented alone. The five levels
along the auditory and visible continua,represent auditory and
visible speech syllables varying in equalphysical steps between
/bal andIdal.'

Fig. 6. Observed (points) and predicted (lines) proportion of
/bal, Idal/bdal, I oal, and Ivai identifications for the visual alone
(left panel), auditory alone (second panel) and bimodal (remain-
ing panels) conditions as a function of the five levels of the
synthetic auditory (AUD) and visual (VIS) speech varying be-
tween /bal (B) and Ida! (D). The lines give the predictions for the
FLMP.

the degree to which the auditory stimulus AI has Rising F2-F3
and vBj represents the degree to which the visual stimulus lj has
Closed lips, the outcome of prototype matching for /bal would
be:

equal a priori probabilities of the hypotheses, Bayes' theorem
states that

(3)

and so on for the other alternatives.
The decision operation determines the merit of one alterna-

tive relative to the sum of the merits of all the alternative re-
sponses. With just a single source of information, such as the
auditory one AI' the probability of a Idal response, P(/da!), is
predicted to be:

where p(Hkl£) is the probability that some hypothesis Hk is true
given that some evidence E is observed; P(E'lHJ is the proba-
bility of the evidence E, given that the hypothesis Hk is true.
Bayes' theorem also specifies how different sources ofevidence
are combined. Given two independent pieces of evidence E I
and E2 , the probability of a hypothesis HI is equal to

where the denominator is equal to the sum of the merits of all k
response alternatives. Given two sources of information AI and
l-j, P(/da!) is:predicted to be:

aD'
P(jdaIIAi) =~

LJ aki
k

(1) p(HIIEI and Ei) = P(EI and E2IHI)
~ P(EI and E2IHk)

k

p(EIIHI) x P(E2!HI)

=~ P(EI/Hk) x p(E2IHt>
k

(4)

where the denominator is equal to the sum of the merit of all k
relevant alternatives.

It can be proven thai the FLMP is mathematically equivalent
to Bayes' theorem-an optimal algorithm for combining multiple
sources of information (Massaro, 1987). In simplified form with

' ... c· am x VDj
. ·.•··P(jdaIIA; and Yj) = ~

aid X Vkj

k

(2)
Equations 3 and 4 have a direct correspondence with the

FLMP, as formulated in Equations 1and 2. Equation 4 gives the
outcome for integrating two sources of information, where
P(EIIHI) represents evaluation of the first source and P(E2 IHI)
represents separate evaluation of the second source. Equation 4
describes optimal information integration in the currency of
probability under two assumptions. First, the prior probabilities
of all relevant response alternatives are equal. Second, it is
assumed that the sources of evidence are evaluated indepen~.

dentIy of one another. Under these assumptions, Equation 4
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Fig. 7. Schematic representation of the three operations in-
volved in perceptual recognition. The evaluation of a source of
information Xi produces a truth value Xi' indicating the degree
of support for alternative R. Integration of the truth values gives
an overall goodness ofmatchPu' The response Ru is equal to the
value Pu relative to the goodness of match of all response alter-
natives.

follows from probability theory in which the probability of the
joint occurrence of two independent events is the multiplicative
combination of the probabilities of the separate events. The
probability of two heads in two tosses of a coin, for example, is
the multiplicative combination of the probability of a head on
each toss. If auditory and visual speech are viewed as two
sources of information, then Equation 4 is mathematically
equivalent to Equation 2. Analogous to Equation 4, the evi-
dence from audible speech is evaluated independently of the
evidence from visible speech.

One important assumption of the FLMP is that the auditory
source supports each alternative to some degree and analo-
gously for the visual source. Each alternative is defined by ideal
values of the auditory and visual information. Each level of
source supports each alternative to a differing degree repre-
sented by feature values. Since we cannot predict the degree to
which a particular auditory or visible syllable supports a re-
sponse alternative, a free parameter is necessary for each
unique syllable and each unique response. An auditory param-
eter is forced to remain invariant across variation in the differ-
ent visual conditions and, analogously, for a visual parameter.
The model, therefore, requires 5 parameters for the visual fea-
ture values and 5 parameters for the auditory feature values for
each of eight response alternatives. Eighty free parameters are
used to predict 35 x 8 = 280 data points. The feature values
representing the degree of support from the auditory and visual
information for a given alternative are integrated following the
multiplicative rule given by the FLMP. The outcome of inte-
gration gives an overall goodness-of-match for each response
alternative. Finally, the probability of choosing a given re-
sponse alternative is predicted to be equal to its overall good-
ness-of-match divided by the sum of these values across all
response alternatives.

The FLMP was fit to the individual results of each of the
seven subjects. The quantitative predictions of the model are
determined by using the program STEPIT (Chandler, 1969). A
model is represented to the program in terms of a set of pre-
diction equations and a set of unknown parameters. By itera-
tively adjusting the parameters of the model, the program min-
imizes the squared deviations between the observed and pre-
dicted points. The outcome of the program STEPIT is a set of
parameter values which, when put into the model, come closest
to predicting the observed results. Thus, STEPIT maximizes the
accuracy of the description of a given model. We report the
goodness-of-fit of a model by the root mean square deviation
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Table 2. Average parameter values supporting each
response alternative as a function of the five levels of the
visible (v1-v5) and audible (a1-a5) speech for the FLMP

Response Alternative

Level /bal Idal /bdal Iital Ival

vI .9390 .0210 .2535 .0006 .1423
v2 .0247 .4751 .2357 .1790 .7150
v3 .0281 .8443 .0222 .4160 .2874
v4 .0176 .9671 .0029 .2819 .0334
v5 .0101 .7725 .0996 .2858 .0169

al .7608 .0095 .0078 .2244 .3033
a2 .4890 .0362 .0165 .6320 .3247
a3 .1582 .1639 .0691 .9584 .1635
a4 .0229 .8088 .1963 .4724 .0216
as .0001 .9955 .1553 .0385 .0051

(RMSD}-the square root of the average squared deviation be-
tween the predicted and observed values. The lines in Figure 6
give the average predictions of FLMP. The model provides a
good description of the identifications of both the unimodal and
bimodal syllables (an average RMSD of .0557 across the indi-
vidual subject fits).

Table 2 gives the average best fitting parameters of the
FLMP. These parameter values index the degree of support for
each response alternative by each level of the audible and vis-
ible stimuli. As can be seen in the table, the parameter values
change in a systematic fashion across the five levels of the
audible and visible synthetic speech. For example, the support
for the alternative I oal is an inverted u-shape function of both
the audible and visible continua. That is, creating a continuum
between /bal and Idal alternatives actually creates stimuli that
are fairly representative of loal in the middle of the contin-
uum.2

CATEGORICAL MODEL OF PERCEPTION (CMP)

In the categorical model of perception (CMP), it is assumed
that only categorical information is available from the auditory
and visual sources and that the identification judgment is based
on separate categorizations of the auditory and visual sources.
Considering a /bal identification judgment, the visual and audi-
tory categorizations could be /bal-/bal, ./bal-/not bal, Inot bal-
/bal,' or Inot bal-/not bal. If the two categorizations to a given
speech event agree, the identification response can follow ei-
ther source. When the two categorizations disagree, it is as-
sumed that the subject will respond with the categorization to
the auditory source on some proportionp of the trials, and with
the categorization to the visual source on the remainder (l - p)

2. It should be noted that the predicted points shown in Figure 5
cannot be recovered from the parameter values shown in Table 2. The
figure and table give values averaged across the model fits of the seven
subjects. Given that the FLMP is nonlinear, the average predictions
cannot be computed from the average parameter values.
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seen in the figure, the CMP gave a poor description of the
observed results. The RMSD was .1321-more than twice as
large as the average RMSD of .0557 for the FLMP. An analysis
of variance on the RMSD values showed that the FLMP gave a
significantly better description of the results than did the CMP:
F(I,6) = 123.843, p < .001.

The CMP is mathematically identical to a weighted adding or
a weighted averaging model (Massaro, 1987). Thus, a test of the
CMP also aIIows a test of whether the inputs are added or
combined in a nonadditive manner. The good fit of the FLMP
relative to the CMP is evidence against additive integration.
The integration of the multiple sources appears to result in the
least ambiguous sources having the most impact on processing.
Given that the FLMP is mathematically equivalent to Bayes'
theorem-an optimal algorithm for integrating multiple sources
of information, the good fit of the model to the present results
is evidence for near optimal speech recognition by humans.

Synthesized Audible and Visible Speech
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Fig: 8. Observed (points) and predicted (lines) proportion of
/hal; Idal /hdal, l;r ai, and Ivai identifications for the visual alone
(Ieftpanel), auditory alone (second panel) and bimodal (remain-
ing panels) conditions as a function of the five levels of the
synthetic auditory (ADD) and visual (VIS) speech varying be-
tween /hal (B) and Idal (D). The Iinesgive the predictions for the
CMP. .

of the trials. The weight p reflects the relative dominance of the
auditory source.

The probability of a /hal identification response, P(/hal) ,
given a particular auditory/visual speech event, A;Vp is pre-
dicted to be:

P(/baIIA;lj) = (I) aBi vBj + (P) aB ; (1- VB)

+ (I - p)(l - aBi)vBj

+ (0)(1 - aBi)(I - VB) (5)

where i and j index the levels of the auditory and visual modal-
'ities, respectively. The aBi value represents the probability of a
/hal categorization given the auditory level i, and VBj is the
probability of a /hal categorization given the visual level j. The
value p reflects the amount of bias to foIlow the categorization
of the auditory source. Each of the four terms in Equation 5
represents the likelihood of one of the four possible outcomes
mUltiplied by the probability of a /hal identification response
given that outcome. Note that Equation 5 reduces to:

, ,
P(/(JaIIA;V) = (p)(aBi) + (I - p)(I - VB) (6)

~ ,

CONCLUSION

The present framework provides a valuable approach to the
study of speech perception. We have learned how multiple
sources of information are used in speech perception. In addi-
tion, we appear to have uncovered some of the fundamental
stages of processing involved in speech perception by ear and
eye. Given the potential for evaluating and integrating multiple
sources of information in speech perception and understanding,
no single source should be considered necessary. There is now
good evidence that perceivers have continuous information
about the various sources of information, each source is eval-
uated, and all sources are integrated in speech perception. Our
ability to perceive speech appears to be so good, in part, be-
cause of the skillful use of multiple sources of information.
Future work would continue to address the nature of the variety
of sources of information, and how they function in recovering
the speaker's message. We conclude with an observation of
Sherlock Holmes speaking of two pieces of evidence: "Each is
suggestive. Together they are conclusive."
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To fit this modt.:1 to the results, each unique level of the auditory
stimulus requires'a unique parameter aBb and analogously for
VBj' The modeling of /hal responses thus requires 5 auditory
parameters plus 5 visual parameters. Each of the eight response
alternatives requires 10 free parameters. The p value would be
fixed across all conditions for a total of81 parameters. Thus, we
have a fair comparison to the FLMP which requires 80 param-
eters.

The CMP was fit to the individual results in the same manner
as in the fit of the FLMP. Figure 8 gives the average observed
results and the average predicted results of the CMP. As can be
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