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Although we would expect that the role of visible speech in multimodal speech
perception would have the greatest relevance to individuals with hearing impair-
ment, relatively few analytic studies have been done with these participants. Their
adequate understanding of spoken language usually requires information from
several modalities or other sources of information. The framework of the fuzzy
logical model of perception (FLMP) is used to assess how individuals with hearing
impairment evaluate and integrate multiple sources of information. Given this
framework, a distinction can be made between information and information
processing. Within this framework, we can ask what information differences and
information-processing differences exist among individuals with normal hearing
and those with hearing impairment. Four experimental studies from the literature
are analyzed to address these questions. Test items are presented under both
unimodal and bimodal conditions. OF central interest is the nature of the bimodal
performance as a function of the unimodal performance. The findings show that,
although information differences obviously exist across different populations, their
information processing involved in pattern recognition appears to be the same
and is well described by the FLMP.
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t is now generally accepted that persons are influenced by multiple

sources of information in face-to-face communication. Two particu-

larly powerful influences are the audible and visible consequences of
speaking. We are influenced by both the sound and the sight of the
speaker. Although this fact has probably been true since speech origi-
nated, only relatively recently did speech scientists become enthralled
with bimodal speech perception. One convincing demonstration of the
joint influence of the two modalities is to present auditory speech in
noise (Sumby & Pollack, 1954). Perceptual accuracy improves when the
perceiver also has sight of the speaker relative to the situation in which
only the sound is available. An even more impressive demonstration is
to experience conflicting audible and visible speech, such as an auditory
/ba/ combined with a visual /da/ (McGurk & MacDonald, 1976). Perceiv-
ers in many instances perceive some other syllable, such as /va/ or /3a/,
for the above combination (Massaro, 1998).

Although we would expect that the role of visible speech perception
would have the greatest relevance to individuals with severe to pro-
found hearing loss, relatively few analytic studies have been done with
this population. Many individuals with severe and profound hearing
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impairment may have some sound reception and mea-
surable speech recognition ability with hearing aids or
cochlear implants. In addition, it is well-known that vis-
ible speech alone is seldom sufficient for perceiving a
message. In most situations, several different speech
segments have equivalent facial and mouth movements.
For example, the phonemes /b/, /p/, and /m/ are seen as
equivalent and are said to belong to the same viseme
class. Adequate understanding of spoken language in
difficult situations for individuals with hearing loss thus
requires information from several modalities. People
with hearing loss accordingly offer a valuable popula-
tion to study the integration of audible and visible in-
formation in speech perception.

One goal of this paper is to advocate the study of
bimodal speech perception in individuals with hearing
loss. We will describe and analyze four comprehensive
studies. These studies are chosen because their meth-
odology is exemplary in terms of the stimulus items, the
experimental conditions, and the data presentation. In
both cases, alarge selection of speech stimuli was tested,
both unimodal and bimodal conditions were tested, and
the complete confusion matrices either were published
or made available to us. Our analysis goes beyond the
previous ones, however, by utilizing the framework of
the fuzzy logical model of perception (FLMP). We now
provide a description of this framework.

Fuzzy logical Model of
Perception (FLMP)

A central assumption we make is that well-learned
patterns are recognized in accordance with a general
algorithm, regardless of the modality or particular na-
ture of the patterns (Massaro, 1987). The FLMP con-
sists of three operations: feature evaluation, feature in-
tegration, and decision. Continuously valued features
are evaluated and integrated, and an identification de-
cision is made on the basis of the relative goodness of
match of the stimulus information with the relevant
prototype descriptions. Figure 1 illustrates the three
stages involved in pattern recognition.

Central to the FLMP are summary descriptions of
the perceptual units of the language. These summary
descriptions are called prototypes, and they include a
conjunction of various properties called features. Soon
after birth, infants quickly acquire knowledge about the
meaningful segments of their language. This knowledge
can be thought of as a set of features that characterize
each segment. By features, we do not mean phonetic or
phonological features but rather sensory primitives that
inform the perceiver about a speech category. Speech
perception is greatly determined by this knowledge of
segments and their accompanying features. Iverson and

Figure 1. Schematic representation of the three processes involved
in perceptual recognition. The three processes are shown to
proceed left to right in time o illustrate their necessarily successive
but overlapping processing. These processes make use of proto-
types stored in long-term memory. The sources of information are
represented by uppercase letters. Auditory information is repre-
sented by A and visual information by V. The evaluation process
transforms these sources of information into psychological values
(indicated by lowercase letters a. and v). These sources are then
infegrated to give an overall degree of support, s,, for each speech
dlternative k. The decision operation maps the outputs of integra-
tion info some response alternative, R,. The response can take the
form of a discrete decision or a rafing of the degree to which the
alternative is likely.
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Kuhl (1995), for example, found that infants develop
prototypical segments in the language but monkeys do
not. Consistent with our cross-linguistic findings with
adults, infants with different native languages have dif-
ferent prototypes (Massaro, 1998, Chapter 5). A proto-
type is a category, and the features of the prototype cor-
respond to the prototypical values that an exemplar
should have ifit is a member of that category. The exact
form of the representation of these properties is not
known and may never be known. However, the memory
representation must be compatible with the sensory rep-
resentation resulting from the transduction of the au-
dible and visible speech. Compatibility is necessary be-
cause the two representations must be related to one
another. We assume that the functional prototypes in
speech perception are open syllables (Massaro, 1972).
To recognize the syllable /ba/, the perceiver must be able
to relate the sensory information provided by the syl-
lable itself to some memory of the category /ba/.

Prototypes become functional for the task at hand.
In speech perception, for example, we might envision
activation of all prototypes corresponding to the percep-
tual units of the language being spoken. For ease of ex-
position, consider a speech signal representing a single
perceptual unit, such as the syllable /ba/. The sensory
systems transduce the physical event and make avail-
able various features resulting from the sources of multi-
modal input. During the first operation in the model,
the features are evaluated in terms of the prototypes in
memory. For each feature and for each prototype,
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featural evaluation provides information about the de-
gree to which the feature in the speech signal matches
the featural value of the prototype.

Given the necessarily large variety of features, it is
necessary to have a common metric representing the
degree of match of each feature (Summerfield, 1987;
however, see Remez et al., 1994). The syllable /ba/, for
example, might have visible featural information related
to the closing of the lips and audible information corre-
sponding to the rising second and third formant transi-
tions. These two features must share a common metric
if they eventually are going to be related to one another.
That is, audible speech cannot be integrated with vis-
ible speech if both are not represented in common terms.
To serve this purpose, fuzzy truth values (Zadeh, 1965)
are used because they provide a natural representation
of the degree of match. Fuzzy truth values lie between
zero and one, corresponding to a proposition being com-
pletely false or completely true. The value .5 corresponds
to something completely ambiguous, whereas .7 would be
more true than false and so on. Fuzzy truth values, there-
fore, not only can represent continuous rather than just
categorical information, they also can represent different
kinds of information, such as audible and visible speech.

It should be noted that fuzzy truth values are not
probabilities, although both lie between zero and one. To
say that “A penguin is a bird to degree .85” is not the
same as saying that “The probability that a penguin is a
bird is .85.” The former represents some measure of the
degree to which the concept “penguin” matches the con-
cept “bird,” whereas the latter gives the probability that
any given “penguin” exactly matches the concept “bird.”
Equivalent numerical values can correspond to different
psychological representations. Although the FLMP makes
the same predictions as Bayes theorem (Massaro, 1998,
Chapter 4; Massaro & Friedman, 1990), the two formal-
izations are not equivalent psychological models.

Feature evaluation provides the degree to which
each feature in the syllable matches the corresponding
feature in each prototype in memory. The goal, of course,
is to determine the overall goodness of match of each
prototype with the syllable. All of the features contrib-
ute to this process, and the second operation of the model
is called feature integration. That is, the features (actu-
ally the degrees of matches) corresponding to each pro-
totype are combined (or conjoined in logical terms). The
outcome of feature integration consists of the degree to
which each prototype matches the syllable.

The third operation during recognition processing
is decision. During this stage, the merit of each relevant
prototype is evaluated relative to the sum of the merits
of the other relevant prototypes. This decision opera-
tion is modeled after Luce’s (1959) choice rule, called a
relative goodness rule (RGR) by Massaro and Friedman

(1990). 'In Luce’s choice axiom, the choice objects are
represented by scale values (analogous to Case V of
Thurstone, 1927). The choice axiom holds if and only if
(a) the RGR holds, (b) the scale value representing an
object does not change with changes in the response al-
ternatives used in the choice task, and (c) the response
alternatives defined as irrelevant do not enter into the
RGR. The RGR stipulates that it is the relative good-
ness of match of the sensory input with a memory alter-
native that is critical, not its absolute goodness of match
(see Massaro, 1998, pp. 264-268). This relative good-
ness of match gives the proportion of times the syllable
is identified as an instance of the prototype. The rela-
tive goodness of match can also be mapped into a rating
judgment indicating the degree to which the syllable
matches the category. An important prediction of the
model is that one feature has its greatest effect when a
second feature is at its most ambiguous level. Thus, the
most informative feature has the greatest impact on the
judgment.

As described previously, prototypes are central to
the description given by the FLMP. For illustrative pur-
poses, consider the consonant-vowel (CV) syllables /ba/
and /da/. Although there are many different features
representing each speech category, we formalize the
model in terms of just two features, one auditory and
one visual. We use the onsets of the second (F2) and
third (F3) formants as the auditory features and the
degree of opening of the lips at the onset of the syllable
as the visual feature. If these were the only features,
the prototype for /da/ would be

/da/: Slightly falling F2-F3 and Open lips

The prototype for /ba/ would be defined in an analogous
fashion:

/ba/: Rising F2-F3 and Closed lips

Given a prototype’s independent specifications for
the auditory and visual sources, the value of one source
cannot change the value of the other source. The inte-
gration of the features defining each prototype is evalu-
ated according to the product of the feature values. If a,
represents the degree to which the auditory stimulus A
supports the alternative /da/ (that is, has Slightly fall-
ing F2-F3) and v, represents the degree to which the
visual stimulus V. supports the alternative /da/ (that is,
has Open lips), then the outcome of prototype matching
for /da/ would be given by the product of a, and v,.

s(/da/) = a, v, (1)

where s(/da/) is the overall degree of support, s,, for k =
/da/. With just two alternatives, /da/ and /ba/, we can make
the simplifying assumption that the degree to which the
audible speech supports the alternative /ba/ is 1 ~ a,.
Thus, the support for the alternative /ba/ would be

s(ba/y=(1-a) (1- vj). (2)
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The third operation that is necessary before a behav-
ioral judgment is made is decision, which follows the RGR.
Implementing the RGR, it is predicted that the probabil-
ity of a /da/ response given A and V., is equal to the total
support for /da/ divided by the sum of the support for all
relevant alternatives, in this case s(/da/) and s(/ba/).

s(/da/)
s(/da/) + s(/ba/)

a;v;

P(da/| A, V,)

a;v; + (1 —a)(1-v,) @
Given this framework, we are able to make a distinc-
tion between information and information processing. The
sources of information from the auditory and visual chan-
nels make contact with the perceiver at the evaluation
stage of processing. The reduction in uncertainty effected
by each source is defined as information. In the fit of the
FLMP, for example, the parameter values (a, and v)) indi-
cating the degree of support from each modality corre-
spond to information. These parameter values represent
how informative each source of information is. Informa-
tion processing refers to how the sources of information
are processed. In the FLMP, this processing is described
by the evaluation, integration, and decision stages. Thus
we ask how well the FLMP describes performance.

Within this framework, we can ask what informa-
tion differences exist between individuals with and with-
out hearing impairment. Perceivers with hearing im-
pairment obviously have less auditory information, but
do they also differ in terms of visual information? In
addition, do the two groups of perceivers process these
information sources differently? More specifically, does
the integration process differ for the two groups? It is
possible that the groups differ with respect to the effi-
ciency of integrating the audible and visible speech.
Grant, Walden, and Seitz (1998) found that a measure
of integration fell below the maximum that could be
expected from an ideal combination of the audible and
visible speech. We can ask similar questions within these
groups. For example, does the integration process work
the same way regardless of the degree of hearing im-
pairment. By comparing individuals using hearing aids
to those with cochlear implants, we can also address
information and information-processing questions in
terms of the nature of the assistive device. For example,
it is conceivable that integration of the two modalities
is more difficult with cochlear implants than with hear-
ing aids. We now address these questions and begin with
an analysis of an early study by Erber (1972).

Erber Study

Erber (1972) tested three populations of children
(adolescents and young teenagers between 9 and 15
years old): normal hearing (NH), severely impaired (SI),

and profoundly hearing-impaired (PI). The SI children
had a hearing loss between 75 and 90 dB, and the PI
had a hearing loss greater than or equal to 95 dB (for
frequencies between 500 and 2000 Hz). All of the chil-
dren with impaired hearing had sustained their loss
before the acquisition of speech and language. They also
had extensive experience with hearing aids and had at
least 4 years of experience with the oral method of
multimodal speech perception. The children used their
hearing-assisted devices during the test. None of the
children with normal hearing had any training in
speechreading, whereas the children with hearing im-
pairment had attended oral schools for the deaf with
formal training in speechreading. There were 5 children
in each of the three groups. The experimental test con-
sisted of a videotape of the eight consonants /b, d, g, k,
m, n, p,  spoken in a bisyllabic context /aCa/, where C
refers to one of the eight consonants. The children had
to respond with one of these eight alternatives. The test
was presented under auditory, visual, and bimodal con-
ditions. Each child was tested 45 times on each of the
consonants under each of the three presentation condi-
tions—an impressive number of observations. It is im-
portant to note that the talker’s face was intensely illu-
minated so that the inside of the oral cavity was visible.

The overall performance differed greatly across the
three groups. For the auditory condition, accuracy was
.99, .50, and .21 for groups NH, SI, and PI respectively.
For the visual condition, the scores were .32, .49, and
.45. The bimodal scores were .99, .88, and .61. These
scores show the overall differences among the groups
and that group NH did not benefit from the visible speech
given that they were already perfect in the auditory con-
dition. The results from the other two groups, however,
reflect the value that two ambiguous sources of infor-
mation can have relative to either one alone.

Erber (1972) also presented the confusion matrices
in tabular form. The results for the three groups under
the three presentation conditions are shown in Figure 2
in the form of confusions matrices. The response prob-
ability is proportional to the area of the circles, and those
on the main diagonal have a cross to indicate a correct
response. Although the data appear to be somewhat com-
plex, there are several obvious findings. First, the re-
sults for the NH group replicate what we already know:
auditory speech is more informative than visible speech.
Persons in the NH group were perfect in the auditory
(AU) and bimodal (BI) conditions. Their errors in the
visible (VI) speech condition reflect their inability to dis-
tinguish segments from within a viseme class. A viseme
is a visible speech category, named analogously to the
phoneme. A viseme usually contains several phonemes
that tend to be indistinguishable from one another. Pre-
sented with the unimodal auditory speech, the SI group
made many errors and the PI group made even more,
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Figure 2. Confusion matrix given the auditory (AU}, visual (V1}, atd bimodal (BI) conditions for three
populations of children (adolescents and young teenagers): normal hearing (NH), severely impaired (Sl),
and profoundly deaf (PD). The response probability is proportional to the area of the circles, and those on
the main diagonal have a cross to indicate a correct response. The results should be interpreted as both the
observations and the predictions of the modality-analysis implementation of the FLMP because they were
essentially equivalent to one another; the small differences are not noticeable in this type of plot.
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performing near chance for some of the test items. Based
on the performance on the unimodal visual test, how-
ever, these two groups appear to speechread somewhat
better than the normal population—a result that is not
always found.

An important outcome for our purposes is the per-
formance gain the two hearing-impaired groups show
in the bimodal condition relative to either of the uni-
modal conditions. This outcome reflects the synergy of
multiple modalities in speech perception: two ambigu-
ous sources of information can be combined to produce
an unambiguous outcome. The overall bimodal perfor-
mance of group SI is much better than that for group PI
because the children in group SI supposedly have much
more auditory information, as witnessed by their better
unimodal auditory performance. We will now explore
several implementations of the FLMP and a contrast-
ing additive model in the analyses of these data.

Modality-Analysis Implementation

In this implementation, the FLMP is tested against
results with multiple response alternatives in the same
manner as with just two response alternatives. It is as-
sumed that each modality supports each alternative to
some degree, as described in the rationale for Equations
1 and 2. With more than two alternatives, it is neces-
sary to estimate a unique parameter to represent the
degree to which each source of information supports each
alternative. We use aB, to represent the degree to which
the audible speech supports the alternative /ba/. The
term vP, would represent the degree to which the vis-
ible speech supports the alternative /pa/, and so on for
the other response alternatives. Given both audible and
visible speech, the total support for the alternative /ba/,
s(/ba/), would be

s(/ba/) = aB, VBJ. (4)
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and so on for the other test conditions and the other
alternatives.

As in the case of just two alternatives, the probabil-
ity of a particular categorization is assumed to be equal
to the relative goodness-of-match

s(/ba/)
Y s(r)

r

P(ba/|A,V,) = (5)

where s(r) corresponds to the goodness of match for al-

ternativer, and ; s(r) corresponds to the sum of the good-
ness of match values of all possible response alternatives.

With eight stimulus-response alternatives in the
Erber study, each test stimulus provides different de-
grees of support for eight response alternatives. Given
that we cannot determine these degrees of support be-
fore the test is actually carried out, they must be esti-
mated from the actual judgments of the observers. A
free parameter is needed to describe how much each
source supports each of the test alternatives. In Erber’s
experiment, it is necessary to estimate eight free pa-
rameters for each of the eight test stimuli in each mo-
dality. Thus, 64 free parameters are required for the
auditory modality and 64 for the visual modality. These
constraints make it apparent that observations in the
auditory, visual, and bimodal conditions are necessary
in order to provide a test of the model. If only two of
these three conditions are tested, then there would be
as many free parameters as independent data points—
an undesirable state of affairs. With all three conditions,
on the other hand, we are able to test the model by pre-
dicting 3 x 64 data points with 2 x 64 free parameters.
It has been claimed that the three conditions allow a
parameter-free test of models (Braida, 1991; Grant &
Walden, 1995). However, this type of analysis rests on
the assumption that the unimodal conditions are noise-
free estimates of the parameters used to predict the bi-
modal condition. A model is given its best chance by es-
timating the free parameters from all of the results
rather than simply by predicting one of the three condi-
tions based on the results observed in the other two con-
ditions. (See Massaro, 1998, Chapters 10 and 11, for a
discussion of the various factors in model testing, pa-
rameter estimation, and evaluating the goodness-of-fit
of models.)

The goodness-of-fit of a model is given by the root
mean squared deviation (RMSD) between the predicted
and observed values. The best fit is that which gives
the minimal RMSD. The RMSD is computed by (a)
squaring the difference between each predicted and
observed value, (b) summing across all conditions, (c¢)
taking the mean, and (d) taking the square root of this
mean. The RMSD can be thought of as a standard de-
viation of the differences between the 192 predicted and

observed values. The RMSD would increase as the dif-
ferences increase. The smaller the RMSD value, the
better the fit of the model.

The quantitative predictions of each model are de-
termined by using the program STEPIT (Chandler,
1969). The model is represented to the program in terms
of a set of prediction equations and a set of unknown
parameters. By iteratively adjusting the parameters of
the model, the program minimizes the RMSD. The out-
come of the program STEPIT is a set of parameter val-
ues that, when put into the model, come closest to pre-
dicting the observed results. Thus, STEPIT maximizes
the accuracy of the description of each model.

The fit of this model requires 8 a, and 8 v, param-
eters for each of the 8 response alternatives, for a total
of 128 free parameters. A unique set of parameters is
estimated for each of the three groups. The fit of the
FLMP was .0009, .0121, and .0120 for the NH, SI, and
PI groups, respectively. The predicted values are not
plotted in Figure 2 because they would not be notice-
ably different from the observed values. Erber’s results
also reveal a strong complementarity between the au-
dible and visible modalities in speech, which is discussed
more fully in Massaro, 1998 (Chapter 14). Thus, the
model is able to provide a very good fit when it is as-
sumed that there are two modality-specific sources of
information supporting the perceptual judgment.

It is possible that the FLMP assumption of multi-
plicative integration of the auditory and visible speech
is not accurate. To test this, an additive model of per-
ception (AMP) was fit to the observed data in the same
manner as the FLMP. The difference between these two
models is simply the conjunction rule: multiplicative
versus additive.

s(/da/) = a, + v, (5)

where s(/da/) is the overall degree of support, s,, for k =
/da/. All other aspects of the AMP are equivalent to the
FLMP. The AMP is also mathematically equivalent to a
single-channel model and a categorical model of percep-
tion (Massaro, 1998, Chapter 2). Thus a test of the addi-
tive model also provides a test of these models. The AMP
gave RMSDs of .0019, .0598, and .0320 for groups NH,
SI, and PI, respectively. Although the additive model
provided an equally good description of the normal hear-
ing children, it performed much poorer for the other two
groups. Our interpretation of this result is that group
NH with no noise in the auditory condition cannot be
taken to provide a test of different models of integra-
tion. Their essentially perfect performance on the
unimodal auditory condition makes the question of in-
tegration moot. For the two hearing-impaired groups,
integration is critical because neither source provides
adequate information. In these groups, the multiplica-
tive integration of the FLMP proves superior. We can
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conclude that the FLMP produced a better fit to the data
than the AMP.

Feature Analysis
Implementation

The model test we have presented in the previous
section makes no assumptions about the psychophysi-
cal relationship among the different test items. A unique
parameter is estimated for each possible pairing. For
example, a unique parameter is estimated to represent
the amount of support a visual /b/ provides for the re-
sponse alternative /d/. To test the psychological reality
of various linguistic features and to reduce the number
of free parameters, we now articulate the FLMP in terms
of audible and visible support for these features. This
formulation has the potential to save a large number of
features, because it is assumed that a given feature in a
given modality has the same impact regardless of what
segment it is in. Recall that the eight consonants were
/b, d, g, k, m, n, p, . Following the tradition begun with
Miller and Nicely (1955), we can define these eight seg-
ments by three features: voicing, nasality, and place.
Table 1 lists the feature representation for 17 consonants
that include the 8 used in this experiment. The other
consonants in Table 1 are included because they were
used in some of the other studies that we will analyze.
The features duration and frication are not necessary
to distinguish among these 8 auditory consonants. Three
of the segments were voiced, two were nasalized, and
three had a front, three a middle, and two a back place
of articulation.

As noted in the development of the FLMP, we as-
sume that features are simply sensory primitives that
distinguish speech categories. Although the features
used in the following tests are chosen to be equivalent
to the linguistic features first used by Miller and Nicely
(1955), they should be thought of as simply convenient
labels for the underlying sensory features. Thus, for
example, the auditory feature for place would not nec-
essarily be equivalent to the parameter value for the
visible feature for place. Thus the features at the evalu-
ation stage are not linguistic, but perceptual.

It is important to stress that the feature values for
one modality should be independent of the feature val-
ues for another modality. For example, we would expect
that voicing and nasality would have informative fea-
ture values for auditory speech and relatively neutral
feature values for visible speech. The place feature, on
the other hand, would give relatively informative val-
ues for visible speech.

Thus, each of the eight syllables would be described
by the conjunction of three features for unimodal speech
and the conjunction of six features for bimodal speech.
Even though each feature is defined as a specific value
or its complement (e.g., voiced or voiceless), its influ-
ence in the perception of visible speech is represented
by a value between 0 and 1. The parameter value for
the feature indicates the amount of influence that fea-
ture has. Therefore, if the /ma/ and /na/ prototypes are
each expected to have a nasal feature and the calcu-
lated parameter value for this feature i1s .90, then the
nasal feature is highly functional in the expected direc-
tion. Alternatively, if the calculated parameter value for
the nasal feature is .50, then the conclusion would be
that the nasal feature is not functional at all. Because
of the definition of negation as 1 minus the feature value,
a feature value of .5 would give the same degree of sup-
port for a phoneme that has the feature as it should for
a phoneme that doesn’t have the feature. Finally, if the
calculated parameter value is .20, then the nasal fea-
ture is functional but in the opposite of the expected
direction. Finally, it should be noted that the features
are not marked in this formulation; absence of nasality
is as informative as presence of nasality. Thus if a nasal
stimulus supports nasal response alternatives to degree
.9, then a non-nasal stimulus also supports a non-nasal
alternative to degree .9.

The overall match of a test stimulus to each syl-
lable prototype was calculated by combining the feature
matches according to the assumptions of the FLMP.
These constraints dictate that (a) the features are the
sources of information that are evaluated independently.
of one another, and (b) the features are integrated mul-
tiplicatively (conjoined) to give the overall degree of sup-
port for a syllable alternative. Thus, the overall degree of

Table 1. Feature set describing the 17 consonants used in the studies. The symbol “+” means voiced, nasal, fricative, or short duration. The
symbols 1, 2,and 3 correspond to front, middle, and back articulations.

Phoneme
Feature LTS YA VAL VA VA VR VA YA TR A A VA LT A [ VA [ VA L T £ 7
Voicing - + + - + - + + - - - +
Nasal - + - - + - + - - - _
Fricative - - - - - - - - - + + + - + +
Place 1 1 1 2 2 2 3 3 3 1 1 2 2 2
Duration + + + + + + + + + + + - - - - - -
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support for /ba/, s(/ba/), given the presentation of a /ba/
syllable, is

(7

where each feature value indexes a match between the
feature in the stimulus and the corresponding feature
in the /ba/ prototype. The features a_ correspond to au-
ditory voicing, v_ to visual nasality, and so on. A mis-
match between the feature in the stimulus and the corre-
sponding feature in the prototype would be indexed by
(1 - f), where f, corresponds to the modality’s feature
value. Thus, the support for the /ka/ prototype given pre-
sentation of a /ba/ syllable, is

s(/ka/|/ba/) = (1 —a)xa x(1-a)

x(l—vv)xvnx(l—vp),

s(/ba/|ba/y=a_xa xa xXv xv xXv,
v n P v n p

(8)

where (1 —f) indexes a mismatch between the feature
in the stimulus and the corresponding feature in the /ka/
prototype.

After the overall degree of support for each syllable
is calculated, the stimulus is categorized according to
the RGR, which states that the relative probability of

choosing an alternative is the goodness of match of that
alternative divided by the sum of the goodness of match
of all alternatives. Thus, this model implementation
parallels the previous one in all aspects except in terms
of the featural description of the stimulus and response
alternatives. The FLMP can thus be tested against the
confusion matrix by estimating the amount of informa-
tion in each feature and the featural correspondence
between the stimulus and response prototypes. Thus,
three parameters are necessary to describe the audi-
tory information, and the same number are necessary
to describe the visual. The feature-analysis FLMP was
tested against the confusion matrices of the three groups
of children. Figures 3, 4, and 5 give the fit of the fea-
ture-analysis model to the three groups, respectively.
The fit of this model to three groups of observers gave
an RMSD of .0328, .0409, and .0514 for the NH, SI, and
PI groups, respectively. Although the RMSDs are much
greater than those in the modality-analysis implemen-
tation, the number of free parameters has been reduced
from 128 to just 6.

Figure 3. Observed (left panels) and predicted {right two panels} confusion matrices for the normal hearing
{NH) children in the Erber study. The area of the circle is proportional to response probability. The
predictions are for the modality-analysis (MA} and the feature-analysis (FA) implementation of the FLMP.
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Figure 4. Observed {left panels) and predicted {right two panels) confusion matrices for the severely
impaired (SI) children in the Erber study. The area of the circle is proporfional to response probability. The
predictions are for the modality-analysis (MA) and the feature-analysis (FA) implementation of the FLMP.
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Table 2 gives the best fitting parameters of this
model. A parameter value of near .5 means that very
little information was transmitted about this feature.
As expected, little or no information was transmitted
by the face concerning voicing. Information about voic-
ing was well conveyed by the auditory channel except
for the children in group PI. The parameter values for
place of articulation are reasonable. Visible speech trans-
mits good information about place, whereas the infor-
mation value for place from the auditory modality de-
clines with hearing impairment. Finally, one might ask
why visible speech conveys information about nasality,

Table 2. Best fitting parameters for FA model of the Erber study.

Visudl Auditory
Group VO NA PL VO NA PL
NH 5014 6013 8436 9994 9991 9990
S 5565 7803 9376 9022 9455 6869
Pi 5198 7694 9358 6181 7106 .5381

especially for the two groups of hearing-impaired chil-
dren. One possibility is that, because Erber’s partici-
pants knew that the velar nasal was not tested, infor-
mation about place also provided some information about
nasality. If the visible speech supported a velar place of
articulation, then the perceiver would have known that
it was also non-nasal.

It is possible that the FLMP assumption of multi-
plicative feature integration is not accurate. To test this,
an additive model of perception (AMP) was fit to the
observed data in the same manner as the FLMP. The
difference between these two models is simply the con-
junction rule: multiplicative versus additive. The fit of
this model to three groups of observers gave an RMSD
of .2420, .1765, and .1279 for the NH, SI, and PI groups,
respectively. These fits are roughly 3 to 7 times worse
than those given by the multiplicative combination of
features in the FLMP. Given that only group data were
available to test the model, no inferential statistics are
possible. Given previous work with individual fits and
statistical tests, however, the large differences between

29
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Figure 5. Observed (left panels) and predicted (right two panels} confusion matrices for the profoundly deaf
(PD) children in the Erber study. The area of the circle is proportional fo response probability. The predic-
tions are for the modality-analysis (MA) and the feature-analysis (FA) implementation of the FLMP.
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the RMSD values support the conclusion that the FLMP
produced a better fit to the data than the AMP.

Dowell et al. Study

In this study, a patient with a multiple-channel co-
chlear implant was tested with just electrical stimula-
tion, just lipreading, and both of these sources of infor-
mation (Dowell et al., 1982). Twelve consonants were
presented in an /aCa/ context. Twenty observations were
made on each consonant spoken by a female speaker in
one test and a male speaker in the other. The results
are reported as a 12 x 12 confusion matrix under each
of the three presentation conditions. The modality-
analysis FLMP was applied to the results with the fe-
male and male speaker separately and gave RMSD
values of .0263 and 0247, respectively (see Figures 6
and 7). The feature-analysis FLMP required five fea-
tures and, therefore, reduced the number of free pa-
rameters from 288 to 10 in the prediction of the 432
data points. For this fit, the RMSD values increased to

30

.1061 and .0923, respectively. Table 3 gives the best fit-
ting parameter values for the five linguistic features
used in the model fit. These parameter values can be
interpreted in the same manner as reported for the
Erber fit. The model is capable of describing the inte-
gration of lipread information with electrical stimula-
tion to the cochlea in the same manner as with normal
hearing.

Agelfors Study

It is usually the case that neither hearing aids (HA)
nor cochlear implants (CI) provide a sufficiently rich
information source for perfect perception of speech in
difficult situations. We also know too well that visible
speech does not transmit the complete linguistic mes-
sage. The synergy between two (degraded) channels,
however, offers the potential of a robust communication
environment for individuals with hearing loss who use
one of these two assistive devices. Solid evidence for this
conclusion comes from a study by Agelfors (1996). She
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Figure 6. Observed (top panel) and predicted (bottom panels) confusion matrices for the female speaker in the Dowell et al. study. The
predictions are for the modality-analysis (MA) and the feature-analysis (FA) implementation of the FLMP.
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compared persons using HA and CI in several speech
tests under auditory, visual, and bimodal presentations.
One test involved the identification of 16 Swedish con-
sonants presented in an /aCa/ context preceded by a car-
rier phase. The 16 consonants were /b, p, m, d, t, n, g, k, 1,
v, f, s, 1,1, d3, J/. Avideotape was made with four repeti-
tions of each syllable presented in a random order. The

auditory level was adjusted by each participant to pro-
vide a comfortable listening level. The loudspeaker was
turned off for the visual presentation.

According to the FLMP, there should be a super-
additive effect of the bimodal presentation relative to
the unimodal conditions. The superadditivity results
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Figure 7. Observed {top panel) and predicted {bottom panels) confusion matrices for the male speaker in the Dowell et al. study. The
predictions are for the modality-analysis (MA) and the feature-analysis (FA) implementation of the FLMP.
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from both complementarity and an optimal integration
algorithm (Massaro, 1998, Chapter 14). The Agelfors
study allows an answer to several additional questions
beyond a test of the FLMP. First, it is possible to ask
whether the gain with bimodal presentation is equiva-
lent for HA and CI. Second, given that both groups were
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split into subgroups with relatively good and relatively
poor auditory sensitivity, we can ask whether the syn-
ergy of bimodal speech perception predicted by the FLMP
holds for both of these subgroups. For the HA group,
there were 12 participants with better hearing (HA+)
and 3 with poorer hearing (HA-). For the CI group, there
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Table 3. Best fitting parameters for FA model of the Dowell et al. study.

Visual Auditory
Speaker YO NA FR PL DU Vo NA FR PL DU
Female 4921 4915 9844 7990 7852 8166 7509 8160 8036 .8905
Male 4793 6608 8817 9365 2576 8328 6572 7450 6634 9018
Table 4. Best fitting parameters for FA model of the Agelfors study.
Visual Auditory
Group VO NA FR PL DU VO NA FR PL DU
Cl+ 5712 5552 9842 8828 .8039 9337 7584 6672 8265 8522
Cl- 5824 5791 9999 8906 7816 8231 7580 6141 6276 .6329
HA+ 5839 5111 9913 8985 7720 2148 9026 6759 7923 9528
HA- 4960 5490 9925 8820 .8297 9475 7439 -5470 6305 6158

were 8 participants with better auditory recognition
(CI+) and 7 with poorer auditory recognition (CI-).

Parallel to the Erber study, we conducted two dif-
ferent model tests. The modality-analysis FLMP can be
tested against the confusion matrix by estimating the
amount of support that a modality-specific syllable pre-
sentation provides for each of the 16 consonants. Thus,
(16 x 16) 256 parameters are necessary to describe the
auditory information, and the same number is neces-
sary to describe the visual information, for a total of
512. Given the three confusion matrices in each condi-
tion, there is a total of (3 x 256) 768 independent data
points. As in the Erber and Dowell et al. studies, the
ratio of data points to free parameters is thus 3 to 2.

Figures 8-11 give the observed and predicted re-
sults for the four subgroups of participants. As can be
seen in the confusion matrices, superadditivity was ob-
tained in all conditions. Furthermore, the FLMP gave a
good description of each subgroup. The RMSDs were
0169, .0142, .0159, and .0207 for the CI+, CI-, HA+,
and HI-, respectively.

As in the analysis of the Erber study, we tested the
additive model. This model is identical in all respects to
the FLMP except that an additive rather than a multi-
plicative integration is used. The additive model per-
formed much more poorly than the FLMP, with RMSDs
of 1201, .1079, .1276, and .1157, respectively, for groups
ClI+, CI-, HA+, and HA~. Thus, although the additive
model had an additional free weight parameter, the good-
ness-of-fit was about six to eight times poorer than the
fit of the FLMP.

We also carried out featural analyses, as was previ-
ously described for the Erber study. Given the larger set
of syllables in the Agelfors study, the features of dura-
tion and frication were added to the feature set. Table 1
lists the feature representation for the 16 consonants.

The RMSDs were .0902, .0749, .0844, and .1084 for the
CI+, CI-, HA+, and HI-, respectively. Although these
values are about five times greater than the modality-
analysis FLMP, the number of free parameters has been
reduced from 512 to just 10. Table 4 gives the best fit-
ting parameters of this model.

As in the other analyses, we tested an additive
model. This model is identical in all respects to the fea-
ture-implementation FLMP except that an additive
rather than a multiplicative integration is used. The
additive model performed much more poorly than the
FLMP, with RMSDS of .15383, .1275, .1579, and .1526,
respectively, for groups CI+, CI-, HA+, and HA—. These
values are much larger than those for the multiplica-
tive integration, even though the same number of free
parameters are used. Thus we conclude that the multi-
plicative integration given by the FLMP provides the
best account of the confusion matrices.

Hearing Impairment in Older Adults

We also describe a study that employs a somewhat
different methodology, but is equally analyzable within
the context of the FLMP. Walden, Montgomery, Prosek,
and Hawkins (1990) provide some comprehensive results
on adults who became hearing-impaired with aging.
These observers had a bilateral hearing loss predomi-
nantly in the high frequencies. They did not wear hear-
ing aids during the experiment. The test items were syn-
thetic auditory speech syllables along a 14-step /ba/-/da/-
/ga/ continuum. The auditory syllables were presented ei-
ther alone or paired with a visual /ba/ or a visual /ga/. The
participants responded with /ba/, /da/, or /ga/.

Walden et al. (1990) presented the results in graphi-
cal form, which we scanned electronically to give nu-
meric values. The average observed results are shown
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Figure 8. Observed {top panel) and predicted (bottom panels} confusion matrices for the eight observers with cochlear implants and
relatively good auditory recognition in the Agelfors study. The predictions are for the modality-analysis (MA) and the feature-analysis (FA)
implementation of the FLMP.
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in Figure 12 together with the predictions of the FLMP. had an important and orderly influence. Changes along

As can be seen in the figure, both sources of information the auditory continuum had the expected effect. Stimuli
had a large impact on performance. Although more com- at the /ba/ end of the auditory continuum were some-
plicated than our standard two response-task (Massaro, times called /da/ and /ga/, indicating that auditory /ba/
1998), the results are easily understood. Although there was not as robust as auditory /da/ or /ga/. This difference
is a very large impact of visible speech, the auditory speech seems responsible for the finding that the visual effect
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Figure 9. Observed {top panel) and predicted {bottom panels) confusion matrices for the eight observers with cochlear implants and
relatively poor auditory recognition in the Agelfors study. The predictions are for the modality-analysis (MA) and the feature-analysis (FA)

implementation of the FLMP.
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was larger at the /ba/ end of the auditory continuum. A
visual /ba/ almost always produced /ba/ judgments for these
auditory stimuli, and a visual /ga/ eliminated /ba/ judg-
ments. A visual /ba/ gave a large number of /ba/ judgments,
which tapered off across the continuum from /ba/ to /da/
to /ga/. Pairing a visual /ga/ with the auditory syllables

produced both /da/ and /ga/ judgments and very few /ba/
judgments.

Only the modality-analysis FLMP is appropriate for
the fit of the Walden et al. results. Their study differs
from the previous two by creating a continuum of am-
biguous stimuli between just a few alternatives. The
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Figure 10. Observed (top panel) and predicted (bottom panels) confusion matrices for the eight observers with hearing aids and relatively
good auditory recognition in the Agelfors study. The predictions are for the modality-analysis (MA) and the feature-analysis (FA) implementa-
tion of the FLMP.
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feature-analysis FLMP is appropriate only for differ- observations relative to the number of free parameters.
ent categories of segments because they have different Only three responses were permitted in the Walden et
feature descriptions. A more discriminating test would al. study. Therefore 3 x 14 auditory parameters and 3 x
have included a continuum between the visual stimuli 2 visual parameters are necessary. This gives a total of
in addition to the auditory stimuli. Symmetrical facto- 48 free parameters to predict 126 data points. The pre-
rial designs have the greatest number of independent dictions of the FLMP capture the joint influence of these

36 Journal of Speech, Longuage, and Hearing Research » Vol. 42 ¢ 21-41 e February 1999

Copyright © 1999. All rights reserved.



Figure 11. Observed {top panel) and predicted (bottom panels) confusion matrices for the eight observers with hearing aids and relatively
poor auditory recognifion in the Agelfors study. The predictions are for the modality-analysis {MA) and the feature-analysis {FA) implementa-

tion of the FLMP.
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two modalities with an RMSD of .0544. The parameter
values of the model are consistent with the observed
and predicted results. The auditory parameter values
more or less follow the curves marked visual-none in
Figure 12. The visual /ba/ provided about 20 times more
support for the alternative /ba/ than it did for /da/ and /ga/

combined. The visual /ga/ supported the alternative /ga/
to degree .544 and the alternative /da/ to degree .416.
The similarity between these two values is consistent
with the general finding that /d/ and /g/ belong in the
same viseme class and are difficult to distinguish un-
less the inside of the talker’s mouth is well illuminated.
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Figure 12. Observed (points) and predicted (lines) proportion of /ba/, /da/, and /ga/ identifications for
the hearing-impaired adults in the Walden et al. study as a function of auditory stimulus ranging from /ba/
to /da/ to /ga/ and the visual stimulus. Observed results from Walden et al. {1990). The lines give the

predictions for the FLMP.
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Walden et al. also tested a group of 15 individuals
with normal hearing. These adults were about two de-
cades younger than the hearing-impaired observers. The
auditory stimuli for these participants were presented
in a low-level broadband noise, with a +10 S/N ratio.
The average observed results are shown in Figure 13
along with the predictions of the FLLMP. These results
with the normal-hearing observers showed a big impact
of the visible speech, but not as big as that found for the
perceivers with hearing loss. Of course, we would ex-
pect a bigger impact of visible speech if the noise was
made even more intense for the control observers. The
FLMP was fit to these results in the same manner as
for the hearing-impaired observers. The RMSD was .0520,
indicating that the FLMP does equally well describing
the integration of audible and visible speech for noisy
auditory speech or for hearing-impaired observers.

In another experiment, normal-hearing controls
were tested with noise-free speech. In this case, the vis-
ible speech had much less of an influence. The major

38

impact was that a visual /ga/ greatly reduced /ba/ re-
sponses. These tended to be replaced by /da/ and /ga/
responses. Normal-hearing participants showed much
less of an influence with normal auditory speech but a
much larger influence when the auditory speech was
degraded. According to our perspective, this result is’
entirely understandable. Hearing-impaired observers
integrate information in the same manner as those with
normal hearing, but they have less auditory informa-
tion. One can be made to resemble the other by assign-
ing the appropriate quality of information.

Our paradigm thus offers a potentially useful
framework for the assessment and training of individu-
als with hearing impairment (Grant & Walden, 1995).
The good fit of the FLMP illustrates that it accounts
for speech perception in both normal and sensory-im-
paired individuals. We would expect visually impaired
individuals to be less influenced by visible speech, but
we do not know of any experiments that have exam-
ined this issue. Campbell and Massaro (1997) found that
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Figure 13. Observed (points) and predicted {lines) proportion of /ba/, /da/, and /ga/ identifications for
the normal-hearing adults in the Walden et al. study as a function of auditory stimulus ranging from /ba/
to /da/ to /ga/ and the visual stimulus. Broad band noise was added to the auditory stimulus. Observed
results from Walden et al. (1990). The lines give the predictions for the FLM.

o o O 0o o —

VISUAL
—£_ NONE [

'BA  RESPONSE

P (RESPONSE)
©e e o0 e e -

‘DA RESPONSE

O N & OO 0O O O N A O D O O N X O o O

O 0O o O O —

GA RESPONSE

1 2 3 4 5 8B

8 9 10 1L 12 13 14

STIMULUS

speechreading remained relatively good even when the
visible speech was degraded somewhat by spatial quan-
tization. Nonsighted children appear to have some dif-
ficulty learning those speech distinctions that are vis-
ibly salient and auditorily difficult (Mills, 1987). A
potentially valuable study would be to manipulate the
quality of both audible and visible speech in these types
of tasks.

Discussion

This exercise in the discovery and analysis of con-
fusion data from speech recognition experiments with
normal and hearing-impaired individuals has confirmed
many of the principles derived from recent experimen-
tal and theoretical studies of individuals with normal
hearing (Grant et al., 1998). In addition, the experiments
with individuals with hearing loss tend to be more eco-
logically valid in that many more stimuli and response

alternatives are used. The extension of the FLMP to
these data sets was successful along several dimensions.
First, the assumptions of the model appear to be equally
powerful in describing the confusion matrices as they
are in describing simpler experiments using expanded
factorial designs. Second, the FLMP was extended to
incorporate features as sources of information in speech
perception. It should be stressed that we take no stand
on the psychological reality of linguistic features. The
implementation of the model simply assumes that there
are sources of information from each modality that align
themselves with traditional linguistic features. In this
sense, the good fit of the feature-implementation of the
FLMP reveals that the distinctions in spoken language
can be well-described by traditional linguistic features.
Future work should address the issue of whether alter-
native feature sets might give an even better descrip-
tion of the results.

The integration of degraded audible and visible
speech by individuals with hearing loss addresses a new
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research question. Performance of people with hearing
loss appears to match that of people with normal hear-
ing when the latter are presented with degraded audi-
tory inputs (Campbell, 1974, discussed in Massaro, 1987,
pp- 42—43). The FLMP predictions are that the informa-
tion processing of people with normal hearing should
remain invariant even though there is less auditory in-
formation. The good fit of the FLMP to these results
indicate that normal hearing individuals evaluate and
integrate visible speech with auditory speech in noise
in the same way as they do with undegraded auditory
speech. Furthermore, the good fit of the people with
hearing loss in the present studies indicates similar pro-
cessing for the two groups of individuals. In terms of
the framework of the FLMP, the two groups differ in
terms of information but are identical in terms of how
the information is processed. Furthermore, the good fit of
the FLMP indicates that the integration was optimal. The
discrepancy with the Grant et al. (1998) finding that inte-
gration was not optimal remains to be resolved.

These positive findings encourage the use of
multimodal environments for persons with hearing loss.
Ling (1976, p. 51) reports that clinical experience seems
to show that “children taught exclusively through a
multisensory approach generally make less use of re-
sidual audition.” For these reasons, speech-language
pathologists might use visible bimodal training less of-
ten than would be beneficial. There is some evidence
that video feedback from their own speech production
improved the speech production of adults with profound
hearing loss (De Filippo & Sims, 1995). To evaluate
multisensory control of speech production, the same type
of research design used for the study of speech percep-
tion might be used to study speech production. It is well
known that individuals with severe or profound hear-
ing loss tend to have poorer speech production skills.
An experiment could be carried out in which these indi-
viduals are asked to produce speech given auditory, vi-
sual, or bimodal speech input. The working hypothesis
would be that speech production would be better (and
learned more easily) given bimodal input relative to ei-
ther source of information presented alone.
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