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Previous research has shown that perceivers naturally integrate auditory and visual information in
face-to-face speech perception. Two experiments were carried out to study whether integration
would be disrupted by differences in the stimulus onset asynchrony (SOA), the temporal arrival of
the two sources of information. Synthetic visible and natural and synthetic auditory syllables /ba/,
Ival, 183/, and /daf were used in an expanded factorial design to present all possible combinations
of the auditory and visual syllables, as well as the unimodal syllables. The fuzzy logical model of
perception (FLMP). which accurately describes integration, was used to measure the degree to
which integration of audible and visible speech occurred. These findings provide information ahout
the temporal window of integration and its apparent dependence on the range of speech events in the

test. © 1996 Acoustical Sociery of America.

PACS numbers: 43.71.An, 43.72.Ja, 43.71.Ma [RAF]

INTRODUCTION

Previous research has shown that seeing the talker’s face
can improve the intelligibility of speech, relative to the pre-
sentation of only auditory information. This improvement is
most easily demonstrated in situations in which the auditory
signal is degraded, e.g., due to a hearing impairment, the
presence of noise, or bandwidth filtering (Binnie et al. 1974;
Breeuwer and Plomp, 1984; Erber, 1972; Massaro, 1987;
McGrath and Summerfield, 1985; Sumby and Pollack, 1954;
Summerfield, 1979). Visual speech predominantly provides
information about place of articulation for consonants (Grant
and Walden, 1995), but also cues manner of articulation to
some extent. In addition, visible speech cues vowel identity
(Montgomery and Jackson, 1983) and probably also gives
information about segmentation and prosody (Risberg and
Lubker, 1978). Speech perception is superior in the presence
of additional visual information, whether the speech materi-
als presented are sentences (Reisberg er al., 1987; Risberg
and Lubker, 1978; Summerfield, 1979), meaningful words
(Campbell and Dodd, 1980). or nonsense syllables (Binnie
et al,, 1974; Smeele and Sittig, 1990, 1991). The generality
of the results indicates that there is a contribution of vision to
speech perception regardless of lexical status or sentential
context.

Various models of how audible and visible sources of
information are utilized have been proposed. They can be
classified as either integration models or nonintegration mod-
els. Examples of integration models are the fuzzy logical
model of perception (FLMP, Massaro, 1987, 1989, 1990)
and the “‘prelabeling'’ integration model (Braida, 1991),
whereas an auditory dominance model (Sekiyama and Toh-
kura, 1991; Vroomen, 1992) and a single-channel model of
perception (Thompson and Massaro, 1989) can be regarded
as nonintegration models. The FLMP assumes multiple
sources of information—considered as continuously valued
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features—are evaluated, integrated, and matched against pro-
totype descriptions in memory. In the **prelabeling™ integra-
tion model, a multidimensional version of the theory of sig-
nal detection, continuously valued cues are combined across
sensory systems to produce a vector of cues (in a multidi-
mensional space) that is mapped onto a identification re-
sponse (Braida, 1991). The auditory dominance model as-
sumes that visible speech contributes only in situations when
the audible speech is not sufficiently informative. In the
single-channel model of perception. decisions are made on
each modality separately and the perceiver responds with the
decision of either modality with a certain probability.

To gain more insight into audiovisual speech perception.
and to discriminate among these models, experiments have
presented conflicting auditory and visual information (Green
and Kuhl, 1989; Massaro, 1987, 1989; Massaro and Cohen,
1983; McGurk and MacDonald, 1976; Mills and Thicm,
1980). These studies show that vision strongly influences
perception and, in certain cases, even leads to perception of
items that were presented neither auditorily nor visually. The
FLMP has consistently given the best description of results
from a wide variety of experiments (Massaro and Cohen,
1990: Massaro et al., 1993: Massaro et al., 1995).

In addition to providing conflicting information, it is
also valuable to manipulate the synchronization between the
audio and visual channels. This method can provide informa-
tion about the interval during which the auditory and visual
speech sources can be integrated. Koenig (1965) carried out
an early study with a single subject with low-pass filtered
speech consisting of isolated words and sentences. Perfor-
mance was not disrupted until the delay exceeded 240 ms.
Campbell and Dodd (1980) presented subjects with
consonant-vowel-consonant (CVC) words. They used desyn-
chronizations of 400, 800, and 1600 ms in which vision al-
ways preceded audition. Although phoneme identification
decreased somewhat when compared to the synchronous
condition, it was found that identification was invariably bet-
ter in the asynchronous bimodal conditions than in the audi-
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tory only control condition. Pandey et al. (1986) studied the
effect of audio delays of 0, 60, 120, 180, 240, and 300 ms for
audiovisual presentation of sentences. They also degraded
the auditory signal by mixing it with a multitalker babble.
Although the results were somewhat variable, they found
that accuracy in the audiovisual conditions at all delay values
was significantly better than scores either with vision or au-
dition alone. Moreover, delays of up to 120 ms did not indi-
cate any significant deterioration of scores when compared to
the synchronous condition. Munhall et al. (1996) found an
influence of visible speech even when the audible speech
lagged the visual by 180 ms.

Massaro and Cohen (1993) also looked for differences
in the integration process with changes in SOA. A visual /ba/
or /da/ was combined with an auditory /ba/ or /da/ with a
SOAs of up to plus or minus 200 ms between the auditory
stimulus and the voice onset of the original audio. Partici-
pants were instructed to watch a talker and listen to what was
spoken and to identify what was heard. When the visual and
auditory syllables were identical, the responses were mostly
accurate. When visual /ba/ was combined with auditory /da/,
the predominant responses were /da/ (31%) and /bda/ (52%).
The likelihood of a /bda/ judgment increased from 31%
when the auditory preceded the visual syllable to 69% when
the visual syllable preceded the auditory. The large number
of /bda/ judgments is consistent with the idea that visual /ba/
is highly similar to a visual /bda/ articulation. The increase in
/bda/ judgments as the visual /ba/ was presented earlier than
the auditory information might indicate that cluster responses
occur because one modality is processed sooner than the
other.

Although the temporal difference between the two mo-
dalities does not appear to be sufficient to produce a large
proportion of cluster responses, the temporal relationship be-
tween the auditory and visual information can modulate the
number of cluster judgments. The judgment /dba/ occurred
only about 10% of the time when visual /da/ preceded audi-
tory /ba/. If consonant clusters occurred simply because of
differences in arrival times of the two information sources,
then there should have been as many /dba/ judgments as
there were /bda/ judgments. The results instead lend support
to the hypothesis that clusters occur when both the visual and
auditory syllables are consistent with the articulation of a
consonant cluster. Judgments of /dba/ seldom occur because
a visual /da/ is highly dissimilar to a /dba/ articulation.

Massaro and Cohen (1993) performed a second experi-
ment with the vowels /i/ and /fu/. Although cluster responses
did not occur, the results indicated that the auditory and vi-
sual sources were integrated at all SOAs as large as 200 ms.
It remains to be determined when integration of auditory and
visual vowel syllables breaks down.

These earlier studies do not establish unambiguously the
SOAs at which integration breaks down. The major reason is
that the previous research did not design the experiments or
use the results to test extant models of bimodal speech per-
ception. Integration is one of the central assumptions of the
FLMP, and a good fit of this model to the results insures that
integration occurred (Massaro, 1987). The test of this model
will allow us to determine when integration of audible and
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visible speech did occur. Given that the FLMP has been
repeatedly shown to give an excellent description of bimodal
speech perception (Massaro, 1987), the goodness-of-fit of
this model can be used to determine if SOA disrupts the
integration of auditory and visual speech. For example, inte-
gration might not occur with SOAs greater than some mini-
mal duration and, therefore, the FLMP should give a poor
description at SOAs larger than this value,

Within the framework of the FLMP, speech perception
is robust because there are usually multiple sources of infor-
mation that the perceiver evaluates and integrates to achieve
perceptual recognition. The assumptions central to the model
are (1) each source of information is evaluated relative to
prototypes in memory to give the degree to which that source
specifies the relevant alternatives, (2) the sources of informa-
tion are evaluated independently of one another, (3) all of the
sources are integrated relative to prototypes in memory to
provide an overall degree of support for each alternative, and
(4) perceptual identification follows the relative degree of
support among the alternatives. In bimodal speech percep-
tion, both sources are assumed to provide continuous and
independent evidence for each of the alternatives, the inte-
gration of the sources is multiplicative, and the decision op-
eration determines the support for one alternative relative to
the sum of the support for each of the relevant alternatives.

With respect to the temporal alignment of vision and
audition, the FLMP predicts integration by implicitly assum-
ing that the visible and audible speech are synchronous. It
predicts integration across different asynchronies as long as
the two modalities are perceived as belonging to the same
perceptual event (Massaro, 1985, 1987). In this framework,
it is only natural to integrate the two sources of information
when they represent the same perceptual event. If the inte-
gration predicted by the FLMP does not occur given a large
asynchrony, the model would necessarily give a poor de-
scription of the results.

1. METHOD
A. Subjects

The participants were 28 native talkers of American En-
ghish and were students from the University of California,
Santa Cruz. In experiment 1, five subjects participated for a
course requirement and five were paid 6 dollars per hour.
Their ages ranged from 19 to 22 years (average 20.4 years).
In experiment 2, 11 subjects participated for a course re-
quirement and six were paid 25 dollars. One subject received
some course credit and 12 dollars, Their ages ranged from 18
to 22 years (average 19.5 years). All subjects reported having
normal hearing, and normal or corrected-to-normal vision. It
is not necessary to screen the participants for deficits in hear-
ing and vision because (1) both auditory and visual unimodal
trials are presented during the experiment and (2) the madel
tests are robust across individual differences (see Massaro,
1992).

1. Synthetic and natural audible speech

The synthetic syllables, with approximately equal vowel
duration, were produced by a software formant serial resona-
tor speech synthesizer (Klatt, 1980). The durations of the
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FIG. 1. Framework (left} and Gouraud shaded (right) renderings of polygon facial model.

complete syllables were 354, 414, 482, and 328 ms for /ba/,
Mval, fBal, and fda/, respectively. The natural auditory speech
were the same syllables spoken by a male talker tuken from
the Bernstein and Eberhardt (1986) videodisk database.
Their durations were 396, 470, 506, and 422 ms for /ba/,
fval, /dal, and /da/.

2. Synthetic visible speech

A parametrically controlled polygon topology was used
to generate the visible speech syllables (Cohen and Massaro,
1990, 1993, 1994). The animated display was created by
modeling the facial surface as a polyhedral object composed
of about 900 small surfaces arranged in 3D, joined together
at the edges (Parke, 1975, 1982). The left panel of Fig. 1
shows a framework rendering of this model. To achieve a
natural appearance, the surface was smooth shaded using
Gouraud's (1971) method (shown in the right panel of Fig.
1). The face was animated by altering the location of various
points in the grid under the control of 50 parameters, 11 of
which were used for speech animation. Each phoneme is
defined in a table according to target values for 18 control
parameters and segment duration. The control parameters in-
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clude jaw rotation, mouth x scale, mouth z offset, lip corner
x width, mouth corner z offset, mouth corner x offset, mouth
comner y offset, lower lip “*f** wck, and upper and lower lip
raise, tongue angle and length, and jaw thrust. Parke’s soft-
ware, revised by Pearce et al (1986) and ourselves (Cohen
and Massaro, 1990, 1993) was implemented on a Silicon
Graphics Inc. Crimson-VGX computer. To achieve a more
realistic synthesis, a tongue was added, with control param-
eters specifying its angle, length, width, and thickness.

The synthetic face was programmed to pronounce the
CV syllables /ba/, /va/, /da/, and /da/. Figure 2 shows the
face at the onset of the articulation of the four syllables.

Audiovisual stimuli were created by combining the au-
ditory speech of the four syllables with the visual speech of
each of these syllables. The durations of the dynamic por-
tions of the visible speech were approximately 730 ms for
/bal, 730 ms for fva/, 900 ms for /3a/, and 667 ms for /da/.
Thus the dynamic portion of the visual syllable began before
and finished after the co-occurring auditory syllable. The
synthetic visible speech was modeled after natural syllables,
and the beginning of the auditory speech was placed exactly
where the auditory speech would have begun in the natural
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FIG. 2. ‘The facial model at the anset of the syllable for each of the four consonants. The lips are closed at the onset of /ba/, much of the lower lip is hidden
by the teeth in fva/, the tongue is between the teeth in /da/, and the mouth is slightly open at the onset of /du/.

syllable (at 400, 300, 500, and 300 ms into the synthetic
visual speech syllables /ba/, fva/, /8al, and /da, respectively).
The asynchronous SOAs were created by offsetting the au-
ditory and visual syllables by the specified duration relative
to their normal co-occurrence at the simultaneous SOA con-
dition. The synthetic face with default parameter values
(neutral face) was presented for 700 ms preceding the visual
syllable and occurred again at the offset of the syllable and
remained on until the beginning of the next trial.

3. Apparatus and materials

The experimental stimuli were presented to the subjects
over individual NEC model C12-202A |2-in. color monitors.
The synthetic face was displayed in the center of the screen
and subtended a visual angle of about 10 deg. The loudness
level of the auditory stimuli was 67 dB A (B & K 2231). For
visual-alone and bimodal conditions, a 100-ms, 1000-Hz
tone was presented with a 700-ms neutral face. For auditory-
alone conditions, each trial started with the same tone pre-
sented with a 700-ms black screen.

In both experiments 1 and 2, the auditory and visual
syllables were presented at seven SOAs, In experiment |, the
SOAs were —267 ms (8 frumes), — 167 ms (5 [rames), —67
ms (2 frames) where audition preceded vision, O ms (syn-
chronous), 67 ms (2 frames), 167 ms (5 frames), and 267 ms
(8 frames) where vision preceded audition. In experiment 2,
the intervals were —533 ms (16 frames), —267 ms (8
frames), — 133 ms (4 frames), 0 ms (synchronous), 133 ms (4
frames), 267 ms (8 frames), and 533 ms (16 frames). The
visual information was presented at a rate of 30 frames/s. For
the unimodal auditory condition, the monitor was blank dur-
ing the trial. There was no sound during the unimodal visual
condition.

4. Design and procedure

In each experiment, natural and synthetic auditory and
synthetic visual speech were manipulated in an expanded
factorial design, illustrated in Fig. 3. Each of the syllables
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was presented alone, as well as paired with every syllable
from the other modality. Thus there were 12 unimodal trials
consisting of four visible syllables and eight auditory syl-
lables (four synthetic and four natural). For bimodal audio-
visual speech, there were eight (four synthetic+four natural)
auditory stimuli times four synthetic visual stimuli times
seven desynchronizations=224 independent conditions. To
equate the number of unimodal and bimodal trials, there
were seven times as many observations for each of the 12
unimodal trials. Thus the total number of trials randomized
within a trial block was 224+84=308. Six random blocks
were generated yielding 6 times 308=1848 test trials for
each subject.

Subjects were instructed to listen to and watch the
talker, and to identify what was presented as /b/, /v/, 13/, or
fd/, or as a combination of two of these alternatives (a con-
sonant cluster). The subjects made their responses by press-
ing a key on the terminal keyboard labeled as “*b,"” “‘v,””
““th,”” or **d.” For consonant clusters, the subjects hit two of
these keys in the appropriate order. In either case, the re-

Wisual
/bal val Fa/ ldaf  None
foa/
Jval
Auditory  /af
Jdaf
None

FIG. 3. Expanded factorial design with [our auditory syltables crossed with
four visual syllables.
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FIG. 4. The average correct performance scored with respect to the auditory
stimulus. Individual panels corresponding to the resuolts for the 16 different
bimaodal stimuli. The visual stimutus (V) is indicated at the top, the auditory
stimulus (A) is indicated to the right. The abscissa is the desynchronization
between the anditory and visible syllables in ms. Negative values indicate
audition leads. The percentage of responses that matched the presented au-
ditory stimulus is given on the ordinate. The results are pooled over natural
and synthetic anditory speech stimuli. In the graphs for the marching audio-
visual conditions the performance in the auditory-alone condirions is indi-
cated by the dashed straight lines. Averaged results from ten subjects in
experiment 1.

sponse was completed by hitting the return button.

Subjects were tested on two blocks of 308 trials each per
day with a short break after the first block. Subjects were
tested on three successive days, except for eight subjects who
had 3 blocks per day for two successive days. Before the
recorded trials of a session, subjects responded to ten un-
scored practice trials. There was never any feedback in the
task.

Up to four subjects could be tested simultaneously in
individual sound-attenuated rooms. The experiment was
subject-driven, e.g., a next trial would only occur when all of
the simultaneously tested subjects had responded. After the
last subject had responded there was a 1-s intertrial interval.

il. RESULTS: EXPERIMENT 1

The identification judgments were recorded and the
mean observed proportion of identifications was computed
for each subject at each stimulus condition. The overall pro-
portion of cluster responses was relatively small (8%) and
therefore we settled on five response categories of the four
syllables plus a cluster category. Previous research using
these syllables has shown that it is informative to analyze the
results as a function of accuracy with respect to each of the
two modalities (Massaro and Cohen, 1995). Figure 4 pre-
sents accuracy performance scored with respect to the audi-
tory speech stimulus. The figure gives individual graphs cor-
responding to the 16 bimodal conditions. In the four graphs
(along the negative diagonal) for the matching audiovisual
conditions, the performance based on audition alone is also
indicated by the straight dashed lines. To simplify the
graphs, the plotted results are pooled over the natural and
synthetic auditory syllables. However, the data analyses and
tests of the FLMP included natural versus synthetic auditory
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syllable as a factor. The seven levels of desynchronization
are plotted on the x axis of each individual graph. Negative
values correspond to the case in which auditory speech oc-
curred earlier than the visual.

As can be seen in the four graphs along the negative
diagonal, auditory accuracy with consistent audiovisual
speech was better than with the unimodal auditory syllables,
F(1.9)=15.5, p=0.004. This advantage differed for the four
different syllables; for /b/ (0.950 vs 0.922), v/ (0.954 vs
0.880), and /da/ (0.937 vs 0.758), and for /d/ (0.942 vs
0.948), F(3,27)=8.446, p<0.001.

Figure 4 also shows that inconsistent visual information
decreased auditory accuracy relative to the unimodal audi-
tory condition. This result is most easily seen by comparing
the curves across each row. The three curves from the incon-
sistent conditions can be compared to the straight line repre-
senting the umimodal auditory condition. For example, the
first row in Fig. 4 shows that auditory accuracy is lower in
the three inconsistent conditions relative to the unimodal au-
ditory condition. Although the decrease in auditory accuracy
with inconsistent visual information occurs for ail syllables,
the effect is larger for some combinations than others. Audi-
tory /da/ (bottom row) is least susceptible to inconsistent
visual information and visual /da/ (right column) has the
least impact on auditory speech.

Not shown in the figure, performance on the unimodal
auditory speech was somewhat better for natural than for
synthetic speech (93% vs 83%), F(1,9)=18.7, p=0.002.
This superiority of natural speech is largely due to the rela-
tively poor identitication of synthetic /0a/, with an average of
about 62% correct. Consistent with the poorer quality of syn-
thetic speech, subjects showed only a 3% improvement in
accuracy when the visual syllable maiched the natural audi-
tory syllable and a 10% improvement when it matched the
synthetic auditory syllable, F(1.9)=9.01, p=0.014.

A complementary analysis is to examine performance
with respect o accuracy on the visual speech syllable. Figure
5 gives these results ploted in the same manner as Fig. 4.
The four panels for the consistent bimodal conditions also
give performance based on the unimodal visual condition
(straight dashed lines). Identification of the visible speech
was relatively good (average 87%). Performance on visual
/d/ was somewhat poorer than on the other three syllables,
which could be due to a less significant facial movement
relative to the following vowel (/af).

As can be seen in the four graphs along the negaiive
diagonal in Fig. 5, performance with consistent audiovisual
speech was somewhat better than the unimodal visual syl-
lables, and this advantage differed for the four different syl-
lables.

Figure 5 also shows that inconsistent auditory informa-
tion decreased visual accuracy relative to the unimodal vi-
sual condition. This result occurred for all syllables and for
all combinations.

Compuring Fig. 5 with Fig. 4 indicates that overall per-
formance was more influenced by the auditory than the vi-
sual information. Most of the eurves in Fig. 4 depicting au-
ditory accuracy are higher than the corresponding curves in
Fig. 5 depicting visual accuracy. Visual speech had a larger
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FIG. 5. The average correct performance scored with respect to the visual
stimulus. Individual panels commesponding to the results for the 16 different
bimodal stimuli. The visual stimulus (V) is indicated at the top, the auditory
stimulus (A) is indicated to the right. The abscissa is the desynchronization
between the auditory and visible syllables in ms. Negative values indicate
audition leads. The percentage of responses that matched the presented vi-
sual siimulus is given on the ordinate. The results are pooled over natural
and synthetic auditory speech stimuli. In the graphs for the matching audio-
visual conditions the performance in the visual-alone conditions is indicated
by the dashed straight lines. Averaged results from ten subjects in experi-
ment 1.

effect than the auditory speech in a few conflicting condi-
tions. For example, visual /va/ paired with auditory /ba/ pro-
duced more responses that matched the visual than matched
the auditory syllable. A visual advantage also occurred when
visual /val was paired with auditory /8a/ and when visual
/Ba/ was paired with auditory /va/.

It appears that the range of asynchrony used in the first
experiment did not have much effect on identification perfor-
mance. Looking at the separate graphs in Figs. 4 and 5 for
both the matching and conflicting audiovisual conditions, we
see that the proportions of responses did not change much as
a function of SOA. Although there seems to be a hint of an
effect in the cases where visual /va/ was paired with auditory
fbal/ and where visual /3a/ was paired with auditory /va/,
there is no significant main effect of desynchronization con-
ditions, F(6,54)=1.45, p=0.21.

In addition to the two types of accuracy scores, the re-
sponse confusions are also of interest. Figure 6 gives the
proportion of responses across the 24 conditions. The plots
are again pooled over natural and synthetic auditory speech
and also pooled across SOA. The cluster responses were
grouped into a single category (labeled O in Fig. 6). These
results show that responses do not simply agree with one of
the syllables or the other. For example, a visual /da/ paired
with an auditory /va/ gave 29% /0a/ judgments.

As noted earlier, 8% of the responses were consonant
clusters. Consonant clusters appeared mainly when visual
/bal was paired with either auditory /va/, /8a/, or /da/ (53%
of the consonant clusters), and when visual /va/ or /da/ was
paired with auditory /da/ (26%). For the cluster responses
that matched the auditory and visual syllables, the visual
consonant nearly always came first (81%). The small number
of clusters might appear unusual but Repp er al. (1983) and
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responses (0). The columns correspond to the visual conditions and the
rows to the auditory. Averaged results from ten subjects in experiment 1.

Massaro and Cohen (in press) have found similar results with
these 4 stimulus alternatives.

. RESULTS: EXPERIMENT 2

The analysis of experiment 2 was similar to that done
for experiment 1. Figure 7 presents accuracy performance
scored with respect to the auditory speech stimulus. As can
be seen in the four graphs along the negative diagonal, audi-
tory accuracy with consistent audiovisual speech was better
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FIG. 7. The average correct performance scored with respect to the auditory
stimulus. Individual panels corresponding to the resulis for the 16 different
bimodal stimuli, The visual stimulus (V) is indicated at the top, the auditory
stimulus (A) is indicated to the right. The abscissa is the desynchronization
between the auditory and visible syllables in ms. Negative values indicate
audition leads. The percentage of responses that matched the presented au-
ditory stimulus is given on the ordinate. The results are pooled over natural
and synthetic auditory speech stimuli. In the graphs for the matching audio-
visual conditions the performance in the auditory-alone conditions is indi-
caled by the dashed straight lines. Averaged results from 18 subjects in
experiment 2.
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FIG. 8. The average correct performance scored with respect to the visual
stimulus. Individual panels corresponding to the results for the 16 different
bimodal stimuli. The visual stimulus (V) is indicated at the top, the auditory
stimulus (A) is indicated to the right. The abscissa is the desynchronization
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audition leads. The percentage of responses that matched the presented vi-
sual stimulus is given on the ordinate. The results are pooled over natural
and synthetic auditory speech stimuli. In the graphs for the matching audio-
visual conditions the performance in the visual-alone conditions is indicated
by the dashed straight lines. Averaged results from 18 subjects in expeni-
ment 2.

than with the unimodal auditory syllables, and this advantage
differed for the four different syllables; for /b/ (0.726 vs
0.668), /v/ (0.820 vs 0.748), and /0a/ (0.744 vs 0.664), and
for /d/ (0.874 vs 0.949), F(3,51)=8.32, p<<0.001.

As in experiment 1, Fig. 7 also shows that inconsistent
visual information decreased auditory accuracy relative to
the unimodal auditory condition. Comparing the curves
across each row, auditory accuracy is lower in the three in-
consistent conditions relative to the unimodal auditory con-
dition.

As in experiment |, performance on the unimodal audi-
tory speech was somewhat better for natural than for syn-
thetic speech (83% vs 68%), F(1,17)=20.23, p=0.001.

Figure 8 gives performance with respect to accuracy on
the visual speech syllable. Identification of the visible speech
averaged 73% correct, with the poorest performance (59%)
on /da/. As can be seen in the four graphs along the negative
diagonal in Fig. 8, performance with consistent audiovisual
speech was better than the unimodal visual syllable only for
/dal.

Figure 8 also shows that inconsistent auditory informa-
tion decreased visual accuracy relative to the unimodal vi-
sual condition. As in experiment 1, this result occurred for
all syllables and for all combinations.

In contrast to experiment 1, SOA had a large effect on
identification performance. Looking at the separate graphs in
Figs. 7 and 8 for both the matching and conflicting audiovi-
sual conditions, we see that accuracy decreased significantly
as SOA became positive or negative, F(6,102)=231,
p=0.039 for auditory accuracy, and F(6,102)=19.04,
p<0.001 for visual accuracy.

Figure 9 gives the proportion of responses across the 24
conditions. In experiment 2, 35% of the responses were con-
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FIG. 9. Graphs of the proportion of responses as a function of the auditory
and visual conditions for bimodal, auditory alone, and visual alone condi-
tions. Proportions are given for the responses /b/, /vi, 18/, /df, and cluster
responses (0). The columns correspond to the visual conditions and the
rows to the auditory. Averaged results from 18 subjects in experiment 2.

sonant clusters. Consonant clusters occurred in all of the bi-
modal conditions, even when the two modalities were con-
sistent. Cluster responses increased to the extent that the two
syllables were asynchronous, F(6,102)=8.97, p<0.001.

A. Tests of the FLMP

The FLMP was tested against the individual subject data
of each experiment for five responses: the four syllables plus
the cluster category. The quantitative predictions of the
model were determined by using the program STEPIT
(Chandler, 1969). A model is represented to the program in
terms of a set of prediction equations and a set of unknown
parameters. By iteratively adjusting the parameters of the
model, the program minimizes the squared deviations be-
tween the observed and predicted points. The outcome of the
program STEPIT is a set of parameter values which, when
put into the model, come closest to predicting the observed
results. Thus STEPIT maximizes the accuracy of the descrip-
tion of a given model. The goodness-of-fit of a model is
given by the root mean square deviation (rmsd), the square
root of the average squared deviation between the predicted
and observed values.

The FLMP was fit to each desynchronization condition
separately. The same unimodal trials were used in the fit at
each of the seven unique SOA conditions. Thus each fit for
each SOA and each subject involved 32 bimodal and 12
unimodal trials, with five response categories for a total of
220 data points. The fit of the FLMP requires four visual and
eight auditory parameter values for each of the five response
categories (Massaro et al., 1993, 1995). These values indi-
cate the degree to which each unimodal source of informa-
tion supports each response alternative. Thus the FLMP re-
quires a total of 12 times 5 or 60 parameters.

Given our previous results (e.g., Massaro and Cohen,
1995), we expect the FLMP to give a good description at
short SOAs. If integration breaks down at longer SOAs, the
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FLMP should correspondingly give a poorer description. Be-
cause we are using the fit of the FLMP as a measure of
integration, it is necessary to determine how good the fit is in
an absolute sense. A benchmark measure has been developed
to provide this index of goodness of fit of a model (Massaro
and Cohen, 1993). Even if a model is perfectly correct, we
cannot expect it to fit results perfectly because a probabilistic
prediction is necessarily associated with some expected vari-
ability. This expected variability depends on the number of
response alternatives, the number of observations and the
response probability. Given that we grouped all of the cluster
responses into a single category, the present task can be ana-
lyzed as having five response alternatives. There werc 42
observations on unimodal trials and six on bimodal trials.
Given these values, the expected variability can be com-
puted. We can therefore ask if the fit of a model is poorer
than this expected variability, which is called a benchmark
RMSD and is is the expected RMSD if the model is correct.

One question of central interest is whether the goodness
of fit of the FLMP differed across the different SOAs. A
straightforward evaluation of the goodness of fit of the
FLMP to the different SOA conditions would be to compare
their respective RMSD values. However, the different SOA
conditions led to different proportions of identification, and
therefore different benchmark RMSDs. Therefore, each ob-
served RMSD must be compared to its corresponding bench-
mark.

A benchmark RMSD was computed for each participant
by the following procedure. The observations for each sub-
ject were used to generate a simulated subject by replicating
the conditions of the present experiment. For example, the
response proportions for a given subject to the natural audi-
tory /ba/ might be 0.823 /ba/ responses and 0.177 /va/ re-
sponses. The value for this condition for a simulated subject
would be determined by sampling with these proportions on
56 trials (the number of occurrences of this condition in the
experiment). A random number between 0 and 1 would be
chosen. If the number was 0.823 or lower, a /ba/ response
would be counted; 0.824 to 1.000 would be counted as fva/.
This procedure was carried out for each condition to create a
set of simulated results. The original observations of the sub-
ject were then compared to the results of this simulated sub-
ject to compute a simulated RMSD. This exact procedure
was repeated 20 times to create 20 simulated subjects for
each real subject. Twenty subjects were simulated to give a
reliable estimate of the simulated RMSD. The average of
these 20 simulated RMSDs gives a average simulated RMSD
for the original empirical subject. Finally, this simulated
RMSD has to be adjusted to take into account the fact that
the FLMP has 60 free parameters to predict the 220 indepen-
dent data points at cach SOA. For every free parameter, one
of the data points could be predicted exactly. Thus 60 data
points could in principle have a zero RMSD, and the remain-
ing ones should have only the simulated variability. Follow-
ing this statistical reasoning, the benchmark RMSD should
be (220-60)/220 or 8/11ths of the simulated RMSD. This
procedure was carried out for each empirical subject to give
a benchmark RMSD to compare with the original observed
RMSD.
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FIG. 10. The average RMSD for the fit of the FLMP and the average
benchmark RMSD as a function of SOA in experiments | and 2.

Figure 10 gives the average observed and average
benchmark RMSDs for experiments 1 and 2. First, note that
the benchmark RMSDs are smaller for experiment 1 than for
experiment 2. This difference reflects the fact that the re-
sponses were more variable and less extreme in experiment 1
than in experiment 2. The benchmark RMSDs make it easier
to compare results across experimental conditions with nec-
essarily different levels of performance.

For each experiment, an analysis of variance was carried
out comparing the observed to the the benchmark RMSD
with SOA and subjects as factors. In experiment 1 with short
SOAs, there was no difference between the observed and
benchmark RMSDs and no effect of SOA. The bottom two
curves in Fig. 10 show that perhaps there was some minor
disruption with integration at the 267 ms SOA. Given that
the goodness of fit changed very little across SOA, we would
conclude that integration of audible and visible speech can
occur even with SOAs as large as 1/4 s. Testing longer SOAs
in experiment 2, however, not only indicates when the good
fit can break down, it also shows that the results might be
somewhat context dependent. In experiment 2 with longer
SOAs, there was a difference between the observed and
benchmark RMSDs and this effect interacted with SOA. As
can be seen in the top two curves of Fig. 10, the FLMP gave
a poorer fit at the more extreme SOAs. The analysis of vari-
ance showed a significant difference between the observed
and benchmark RMSDs, F(1,17)=26.09, p<0.001; and a
significant effect of SOA, F(6,102)=6.35, p<0.001. Most
importantly, the significant interaction between these two
variables, F(6,102)=9.01, p<0.001, documents that the
goadness-of-fit of the FLMP deteriorated with more extreme
SOAs.

One potentially troubling result is that the overall per-
formance on both auditory and visual unimodal trials was
significantly poorer in experiment 2 than in experiment 1. In
principle, the longer SOAs in experiment 2 should not have
changed performance on unimodal trials. However, there are
very large individual differences in these speech perception
tasks, and we are reluctant to make much of an overall dif-
ference in performance accuracy across the two experiments.
To assure that this overall performance difference was not
responsible for the different effects of SOA in the two ex-
periments, we separated the 18 subjects in experiment 2 into
high and low accuracy groups. The high accuracy group
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achieved the same level of performance accuracy as the sub-
jects in experiment 1. The statistical analyses and tests of the
FLMP led to the same conclusions with the high accuracy
group as was reached for all 18 subjects in experiment 2.

The combined results of experiments 1 and 2 provide a
reasonably coherent answer to the temporal window of inte-
grating auditory and visual speech. One-half of a second is
clearly disruptive, whereas integration does not appear to be
disrupted at around 150 ms.

Finally, there might be an influence of the test context in
that repeated tests with extreme SOAs might lead to some
disruption of integration even at SOAs that would normally
produce integration. Figure 10 shows that observed RMSDs
at the short SOAs were slightly smaller than their bench-
marks in experiment | whereas they were somewhat larger
than their benchmarks in experiment 2. Tt appears that sub-
jects are able to integrate audible and visible speech more
easily if most of the bimodal speech events have fairly short
SOAs. On the other hand, having bimodal speech events
with very long SOAs might disrupt integration to some ex-
tent regardless of the SOA.

IV. DISCUSSION

The present study was carried out to determine to what
extent asynchrony between auditory and visual speech would
disrupt their integration. Variations in the temporal onset of a
visual and an auditory CV syllable, be it congruent or incon-
gruent, can dramatically influence their integration. On the
other hand, the integration process appears to be somewhat
flexible. Embedding very long SOAs in the task can lead to a
disruption of integration at shorter SOAs that would produce
integration in the context of short SOAs. In experiment 1
with SOAs within a quarter of a second, the FLMP gave a
good description of the results across all SOAs. Onec might
conclude that integration appears to take place even if the
two sources of information are offset by a quarter of a sec-
ond. In experiment 2 with some SOAs over a half a second,
however, integration was disrupted at some of the SOAs that
gave integration in experiment 1.

The breakdown of integration at an SOA of 500 ms is
consistent with some findings of Reisberg et al. (1987).
Their participants shadowed a difficult philosophical passage
taken from Kant. The percentage of words correctly shad-
owed was somewhat larger when the full face of the talker
was in view than when only sound was available. This ad-
vantage of having visible speech disappeared when the au-
dible and visible speech were offset by about 0.5 s.

One might view temporal asynchronies between the au-
ditory and visual speech as an unusnal situation. However,
even when these two inputs are perfectly correlated in the
natural world, they cannot be simultaneous in terms of their
perceptual processing. Given the physics of auditory and vi-
sual stimuli and the physiology of their respective sensory
systems, they cannot arrive at the relevant processing sites at
the same time. Light travels faster than sound and will arrive
at the sensory surface sooner. For stimuli at 10 m, the light
arrives about 30 ms before the sound. Because the chemical
process of the retina transducing light is slower than the basi-
lar membrane transducing sound, we can expect a faster neu-
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ral reaction for sound than light. Also it is well known that
the physiological travel time to neural centers varies in-
versely with stimulus intensity (Kohfeld, 1971). For ex-
ample, McGill (1961) observed that increasing the amplitude
of a test tone from 30 to 100 dB SPL decreased simple re-
action time by about 100 ms.

We might ask how information from the two modalities
can be integrated when the inputs can have relatively large
differences in arrival times at the appropriate neural sites.
The integration of anditory and visual sources seems (o occur
even though their relative onset times of neural activation
can differ by tens or even hundreds of milliseconds. The
sensory systems seemed to have solved the problem of inte-
grating multisensory stimuli arriving at different times by
extending the neural activation resulting from stimulation be-
yond the stimulation period. Thus stimuli that co-occur at
roughly the same time in the world will tend to have over-
lapping activation patterns. This observation meshes with the
concept of a sensory storage that has played an important
role in information processing theory for the last three de-
cades (Massaro and Loftus, in press). This storage, estimated
at roughly 250 ms, allows both auditory and visual process-
ing to continue after the relevant stimulation is removed.
Given this storage. information inputs from several modali-
ties can be integrated even though the two inputs have dif-
ferent neural arrival times. This integration occurs with fairly
discrepant onset asynchronies of up to roughly 150-250 ms.
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