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Introduction

In this handbook of multisensory processes, we learn
that perceptual and behavioral outcomes are influ-
enced by simultaneous inputs from several senses. In
this chapter, we present theoretical and empirical re-
search on speech perception by eye and ear, and ad-
dress the question of whether speech is a special case of
multisensory processing. Our conclusion is that speech
perception is indeed an ideal or prototypical situation
in which information from the face and voice is seam-
lessly processed to impose meaning in face-to-face
communication.

Scientists are often intrigued by questions whose
answers foreground some striking phenomena. One
question about language is whether speech perception is
uniquely specialized for processing multisensory
information or whether it is simply a prototypical in-
stance of cross-modal processing that occurs in many do-
mains of pattern recognition. Speech is clearly special, at
least in the sense that (as of now) only we big-mouthed,
biped creatures can talk. Although some chimpanzees
have demonstrated remarkable speech perception and
understanding of spoken language, they seem to have
physiological and anatomical constraints that preclude
them from assuming bona fide interlocutor status
(Lieberman, 2000; Savage-Rumbaugh, Shanker, &
Taylor, 1998). An important item of debate, of course, is
whether they also have neurological, cognitive, or lin-
guistic constraints that will prove an impenetrable bar-
rier for language use (Arbib, 2002). We begin with a
short description of the idea that speech is special.

Speech is special

Noam Chomsky (1980) envisioned language ability as
dependent on an independent language organ (or
module), analogous to other organs such as the diges-
tive system. This organ follows an independent course

of development in the first years of life and allows the
child to achieve a language competence that cannot be
elucidated in terms of traditional learning theory. This
mental organ, responsible for the human language
faculty and language competence, matures and devel-
ops with experience, but the mature system does not
simply mirror this experience. The language user inher-
its rule systems of highly specific structure. This innate
knowledge allows us to acquire the rules of the lan-
guage, which cannot be induced from normal language
experience because (advocates argue) of the paucity of
the language input. The data of language experience
are so limited that no process of induction, abstraction,
generalization, analogy, or association could account
for our observed language competence. Somehow, the
universal grammar given by our biological endowment
allows the child to learn to use language appropriately
without learning many of the formal intricacies of the
language. Developmental psychologists, however, are
finding that infants are exposed to a rich sample of their
mother tongue and are highly influenced by this expe-
rience (e.g., Saffran, Johnson, Aslin, & Newport, 1999).
Moreover, the frequency and ordering of speech inputs
have immediate and strong influences on perceptual
processing, and these influences are similar for speech
and nonspeech (Aslin, Saffran, & Newport, 1998;
Gomez & Gerken, 2000). Linguists are also document-
ing that the child’s language input is not as sparse as the
nativists had argued (Pullum & Scholz, 2002).
Although speech has not had a spokesperson as
charismatic and as influential as Chomsky, a similar de-
scription is given for speech perception. In addition, ad-
vocates of the special nature of speech are encouraged
by Fodor’s (1983) influential proposal of the modular-
ity of mind. Some of our magnificent capabilities result
from a set of innate and independent input systems,
such as vision, hearing, and language (Fodor, 1983,
2000). Speech-is-special theorists now assume that a spe-
cialized biological speech module is responsible for
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speech perception (Liberman & Mattingly, 1985;
Matiingly & Studdert-Kennedy, 1991; Trout, 2001).
Given the environmental information, the speech mod-
ule analyzes this information in terms of possible artic-
ulatory sequences of speech segments. The perceiver of
speech uses his or her own speech-motor system to
achieve speech recognition.

In some ways, it is ironic that multisensory processing
should serve as a touchstone for advocates that speech is
special, and for articulatory mediation of speech percep-
tion. Itall began with the McGurk’s discovery (McGurk &
MacDonald, 1976), which has gained widespread atten-
tion in many circles of psychological inquiry and cog-
nitive science. The classic McGurk effect involves the sit-
uation in which an auditory /ba/ is paired with a visible
/ga/ and the perceiver reports hearing /da/. The reverse
pairing, an auditory /ga/ and visual /ba/, tends to pro-
duce a perceptual judgment of hearing /bga/. It was
apparently unimaginable at the time that this type of
cross-modal influence could occur in other domains.
However, as discussed in several chapters in this hand-
book, multisensory integration is the rule rather than the
exception (see Lederman & Klatzky, Chap. 7, this vol-
ume; Lidavas & Farné, Chap. 50, this volume). As an ex-
ample, both sound and sight contribute to our localiza-
tion of an event in space, and the visual input can distort
our experience, such as when we hear the puppet’s voice
coming from the puppet rather than the ventriloquist.
This similarity to other domains dictates a more general
account of sensory fusion and modality-specific experi-
ence rather than one unique to speech perception.

It should be noted, however, that the perceiver might
have a unimodal experience even though multisensory
integration contributed to the experience. This is
clearly a nonintuitive outcome, and one requiring ex-
planation. Speech information from the auditory and
visual modalities provides a situation in which the brain
combines both sources of information to create an in-
terpretation that is easily mistaken for an auditory one.
An exactly analogous outcome is found when our per-
ceived taste is influenced by smell, as in the pleasurable
taste of coffee accompanied by smell. If the nose is
pinched, the taste becomes either indistinguishable or
bitter (see Stevenson & Boakes, Chap. 5, this volume).
For spoken language, we believe we hear speech, be-
cause perhaps audition is the most informative modality
for spoken language. A caveat, therefore, is that we can-
not trust a modality-specific experience as implying that
only that modality played a role.

We present a short review of existing theories of
speech perception before turning to relevant empirical
evidence. The powerful influence that visible speech
has in face-toface communication speaks to both

traditional and current theoretical accounts. The influ-
ence of several sources of information from several
modalities provides a new challenge for theoretical ac-
counts of speech perception. Most theories were devel-
oped to account for the perception of unimodal audi-
tory speech, and it is not always obvious how they would
account for the positive contribution of visible speech.

Theories of speech perception

PSYCHOACOUSTIC ACCOUNTS  One class of theory seems
to be either contradicted or at least placed outside the
domain of bimodal speech perception. Psychoacoustic
accounts of speech perception are grounded in the idea
that speech is nothing more than a complex auditory sig-
nal and its processing can be understood by the psy-
chophysics of complex sounds, without any reference to
language-specific processes. This chapter reinforces the
conclusion that a psychoacoustic account of speech per-
ception is not sufficientbecause speech perception isnot
strictly a function of auditory information. Advocates of
the psychoacoustic account have modified their stance
accordingly and now acknowledge the influence of visi-
ble speech (e.g., Diehl & Kluender, 1987). They have not
specified, however, how visible speech makes its contri-
bution, but it would appear that visible speech would
somehow have to be secondary to audible speech. If
psychoacoustic theorists propose that visible speech
need not be secondary in their framework, then we
might ask what is uniquely psychoacoustic about it.

MoTorR THEORY The motor theory assumes that the
perceiver uses the sensory input to best determine the
set of articulatory gestures that produced this input
(Liberman & Mattingly, 1985; Mattingly & Studdert-
Kennedy, 1991). The main motivation and support for
this theory is that phoneme perception is putatively
more easily predicted on the basis of articulation than
in terms of acoustic cues. Speech scientists learned that
there did not appear to be a one-to-one correspon-
dence between a set of acoustic properties and a pho-
netic segment. On the other hand, the phonetic seg-
ment could be more adequately described in terms of
articulation. The bestknown example is the difference
between /di/ and /du/. The onset of these two sylla-
bles has very different acoustic properties in each case
but similar articulatory gestures, which involves a con-
striction of the tongue against the alveolar ridge of the
hard palate. The syllables with different vowels differ in
their sound even at onset because the consonant and
vowel are co-articulated. Thus, motor theory appeared
to solve the mapping problem from stimulus to percept
by viewing articulation as mediating representation.
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According to motor theory, the inadequate auditory
input is assessed in terms of the articulation, and it
is only natural that visible speech could contribute to
this process. The motor theory is consistent with a
contribution of visible speech because visible speech can
be considered to be an integral part of the sensory input,
reflecting the talker’s articulatory gestures. In a related
proposal, Robert-Ribes, Schwartz, and Escudier (1995)
advocate an amodal motor representation to account
for the integration of audible and visible speech. The
motor theory has not been sufficiently formalized, how-
ever, to account for the vast set of empirical findings on
the integration of audible and visible speech.

The motor theory found new life in Fodor’s notion of

modularity, in which an input system operates in an en-
capsulated manner. Speech perception is viewed as a
module with its own unique set of processes and infor-
mation. The phonetic module has been succinctly de-
scribed by Liberman (1996, p. 29) as “a distinct system
that uses its own kind of signal processing and its own
primitives to form a specifically phonetic way of acting
and perceiving.” This statement seems to imply that not
only the information but also the information process-
ing should be qualitatively different in the speech do-
main than in other domains of perceptual and cogni-
tive functioning. However, that this expectation does
not hold up to experimental tests. For example, per-
ceiving emotion from the face and voice follows the
same processing algorithm as speech perception.
- It is very difficult to determine the representation
medium in which integration occurs. There is no rea-
son, however, to postulate a motor representation for
integration. Integration occurs in a variety of other
domains, such as object recognition, that involve no
analogous motor medium.

DIRECT PERCEPTION In contrast to the motor theory,
and consistent with our view, the direct perception the-
ory assumes that speech perception is not special
(Fowler, 1996, Chap. 12, this volume). Thus, although
festures are the objects of speech perception, the
speech-motor system does not play a role. Furthermore,
speech perception is just one of many different percep-
tual domains in which direct perception occurs.
According to direct perception theory, persons directly
perceive the causes of sensory input. In spoken lan-
stiage, the cause of an audible-visible speech percept is
the vocal tract activity of the talker. Accordingly, it is rea-
Soned that visible speech should influence speech per-
¢Cption because it also reveals the vocal tract activity of
the talker. Speech perceivers therefore obtain direct in-
formation from integrated perceptual systems from the
llow of stimulation provided by the talker (Best, 1993).
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The observed influence of visible speech is easily pre-
dicted by this theory because visible speech represents
another source of stimulation, providing direct informa-
tion about the gestural actions of the talker. However, we
know of no convincing evidence for the gesture as the
primary object of speech perception (see Massaro,
1998b, Chap. 11). For now, it seems most parsimonious
to assume that the objects of speech perception are
relatively abstract symbols (Nearey, 1992).

On the basis of this short review of extant theories of
speech perception, it is apparent that they are stated in
verbal rather than quantitative form. Although no one
can deny that a qualitative fact is more informative than a
quantitative one, qualitative theories do not seem to be
sufficiently precise to be distinguishable from one an-
other. Very different theories can make similar predic-
tions. Some quantitative refinement of the theories is
usually necessary to create a chance for falsification and
strong inference (Platt, 1964; Popper, 1959). Therefore,
our strategy has been to quantify and test a family of spe-
cific models that represent the extant theories and also
other reasonable alternatives (Massaro, 1987b, 1998b).

PATTERN RECOGNITION We envision speech perception
as a prototypical instance of pattern recognition. The
term  pattern recognition describes what is commonly
meant by recognition, identification, or categorization.
Although these terms have different meanings, they are
all concerned with roughly the same phenomenon.
Recognition means re-cognizing something we experi-
enced previously. Identification involves mapping a
unique stimulus into a unique response. Categorization
means placing several noticeably different stimuli into
the same class. For example, a child perceives a dog,
recognizes it as a dog she has seen before, identifies it as
Fido, and categorizes it as a dog. Recognition, identifi-
cation, and categorization appear to be central to per-
ceptual and cognitive functioning (Quinn, 2002). They
entail the same fundamental processes to allow a per-
son, given some input, to settle on one of a set of alter-
native interpretations. Pattern recognition has been
found to be fundamental in such different domains as
depth perception, playing chess, examining radio-
graphs, and reading text (Quinn, 2002). It involves
similar operations regardless of the specific nature of
the patterns, the sensory inputs, and the underlying
brain structures, and is thus equally appropriate for an
informative description of speech perception.

There is a growing consensus that speech perception
should be viewed as an instance of a general form of pat-
tern recognition (e.g., Nearey, 1997). To understand
speech perception, the researcher need only describe
how pattern. recognition works in this domain.
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Questions include the ecological and functional proper-
ties of audible and visible speech, as well as other influ-
ences such as top-down constraints on what can occur
when and where—that is, those sources of information
that influence speech perception. Although there are a
variety of frameworks to describe pattern recognition,
their similarities far exceed their differences. Reading
about one framework will certainly prepare the reader to
better understand other frameworks. In this chapter, I
will describe speech perception within a specific frame-
work, one that is representative of a prototypical frame-
work for pattern recognition. Central to this framework
is the natural ease of cross-modal perception, particu-
larly the value of visible speech when it is presented with
auditory speech.

Data without theory are considered by some to be
meaningless. As noted earlier, any meaningful theory is
most likely to be quantitative and our bias is an empiri-
cal and theoretical framework of pattern recognition.
Our work has evolved over the last three decades with
what we believe to be substantial progress. Various types
of modelfitting strategies have been employed in a
variety of experimental tests. These model tests have
been highly informative about how cross-modal spoken
language is perceived and understood. We begin with
an experimental study of the processing of unimodal
and bimodal speech.

A paradigm for psychological inquiry

We are attracted to bimodal speech perception as a par-
adigm for psychological inquiry, for several reasons
(Massaro & Cohen, 1983). It offers a compelling exam-
ple of how processing information from one modality
(vision) appears to influence our experience in an-
other modality (audition). Second, it provides a unique
situation in which multiple modalities appear to be
combined or integrated in a natural manner. Third, ex-
perimental manipulation of these two sources of infor-
mation is easily carried out in pattern recognition tasks.
Finally, conceptualizing speech as cross-modal has the
potential for valuable applications for individuals with
hearing loss, persons with language challenges, learners
of a new language, and for other domains of language
learning.

The study of speech perception by ear and eye has
been and continues to be a powerful paradigm for un-
covering fundamental properties of the information
sources in speech and how speech is perceived and un-
derstood. Our general framework documents the value
of a combined experimental and theoretical approach.
The research has contributed to our understanding of
the characteristics used in speech perception, how
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speech is perceived and recognized, and the funda-
mental psychological processes that occur in speech
perception and pattern recognition in a variety of other
domains.

We believe that our empirical work would be inade-
quate and perhaps invalid without the corresponding
theoretical framework. Thus, the work continues to ad-
dress both empirical and theoretical issues. At the em-
pirical level, experiments have been carried out to de-
termine how visible speech is used alone and with
auditory speech for a broad range of individuals and
across a wide variation of situational domains. At the
theoretical level, the assumptions and predictions of
several models have been analyzed, contrasted, and
tested. In addition, a general framework for inquiry and
a universal principle of behavior have been proposed,
as described in the next section.

Demonstration experiment: Varying the ambiguity
of the speech modalities

Most experiments of multimodal speech perception
have been carried out in the context of the McGurk
effect (McGurk & MacDonald, 1976), a striking demon-
stration of how visual speech can influence the per-
ceiver’s perceptual experience. It has been well over
two decades since this effect was first described. The
classic McGurk effect involves a situation in which an
auditory /ba/ is paired with a visible / ga/ and the per-
ceiver reports hearing /da/. The reverse pairing, an
auditory /ga/ and visual /ba/, tends to produce a per-
ceptual judgment of /bga/. Most studies of the McGurk
effect, however, use just a few experimental conditions
in which the auditory and visual sources of information
are made to mismatch. Investigators also sometimes fail
to test the unimodal conditions separately, so there is no
independent index of the perception of the single
modalities. The data analysis is also usually compro-
mised because investigators analyze the data with re-
spect to whether or not there was a McGurk effect, which
often is simply taken to mean whether the auditory
speech was inaccurately perceived. Investigators also
tend to make too few observations under each of the
stimulus conditions, which precludes an analysis of indi-
vidual behavior and limits the analyses to group averages.
A better understanding of the McGurk effect will occur
when we have a better account of speech perception
more generally. Our approach involves enhancing the
database and testing formal models of the perceptual
process.

An important manipulation is to systematically vary
the ambiguity of each of the sources of information in
terms of how much it resembles each syllable. Synthetic
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FiGure 10.1  Expansion of a typical factorial design to in-
clude auditory and visual conditions presented alone. The
five levels along the auditory and visible continua represent
auditory and visible speech syllables varying in equal physical
steps between /ba/ and /da/.

speech (or at least a systematic modification of natural
speech) is necessary to implement this manipulation.
In a previous experimental task, we used synthetic
speech to cross five levels of audible speech varying be-
tween /ba/ and /da/ with five levels of visible speech
varying between the same alternatives. We also included
the unimodal test stimuli to implement the expanded
factorial design, as shown in Figure 10.1.

PrOTOTYPICAL METHOD The properties of the auditory
stimulus were varied to give an auditory continuum be-
tween the syllables /ba/ and /da/. In analogous fash-
ion, properties of our animated face were varied to give
a continuum between visual /ba/ and /da/. Five levels
of audible speech varying between /ba/ and /da/ were
crossed with five levels of visible speech varying between
the same alternatives. In addition, the audible and visi-
ble speech were presented alone, for a total of 25 + 5 +
5 = 35 independent stimulus conditions. Six random
sequences were determined by sampling the 35 condi-
tions without replacement, giving six different blocks of
35 trials. An experimental session consisted of these six
blocks, preceded by six practice trials, and with a short
break between sessions. There were four sessions of test-
ing, for a total of 840 test trials (35 X 6 X 4). Thus,
there were 24 observations for each of the 35 unique
experimental conditions. Participants were instructed
to listen to and watch the speaker, and to identify the
syllable as /ba/ or /da/. This experimental design was
used with 82 participants, and the results of this study
have served as a database for testing models of pattern
recognition (Massaro, 1998b).

PROTOTYPICAL RESULTS We call these results proto-
pical because they are highly representative of many
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FiIGURE 10.2 The points give the observed proportion of
/da/ identifications in the unimodal and factorial auditory-
visual conditions as a function of the five levels of synthetic
auditory and visual speech varying between /ba/ and /da/.
The columns of points are placed at a value corresponding to
the marginal probability of a /da/ judgment for each auditory
level on the independent variable. The auditory-alone condi-
tions are given by the open circles. The unimodal visual con-
dition is plotted at 0.5 (completely neutral) on the auditory
scale. Results are for participant 9.

different experiments of this type. The mean observed
proportion of /da/ identifications was computed for
each of the 82 participants for the 35 unimodal and bi-
modal conditions. Although it is not feasible to present
the results of each of the participants, we will show the
outcomes for five different individuals. For this tutorial,
we begin with the results for a single participant who
can be considered typical of the others in this task.

The points in Figure 10.2 give the observed propor-
tion of /da/ responses for the auditory-alone, the bi-
modal, and the visual-alone conditions as a function of
the five levels of the synthetic auditory and visual speech
varying between /ba/ and /da/. Although this plot of
the results might seem somewhat intimidating at first
glance, a graphical analysis of this kind can facilitate un-
derstanding dramatically. It should be noted that the
columns of points are spread unevenly along the x-axis,
because they are placed at-a value corresponding to the
marginal probability of a /da/judgment for each audi-
tory level of the independent variable. This spacing
reflects the relative influence of adjacent levels of the
auditory condition.

The unimodal auditory curve (indicated by the open
circles) shows that the auditory speech had a large in-
fluence on the judgments. More generally, the degree of
influence of this modality when presented alone would
be indicated by the steepness of the response function.
The unimodal visual condition is plotted at 0.5 (which is
considered to be completely neutral) on the auditory
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scale. The influence of the visual speech when pre-
sented alone is indexed by the vertical spread among
the five levels of the visual condition.

The other points give performance for the bimodal
conditions. This graphical analysis shows that both the
auditory and the visual sources of information had a
strong impact on the identification judgments. The
. likelihood of a /da/ identification increased as the au-
ditory speech changed from /ba/ to /da/, and analo-
gously for the visible speech. The curves across changes
in the auditory variable are relatively steep and also
spread out from one another with changes in the visual
variable. By these criteria, both sources had a large
influence in the bimodal conditions.

Finally, the auditory and visual effects were not addi-
tive in the bimodal condition, as demonstrated by a sig-
nificant auditory-visual interaction. The interaction is
indexed by the change in the spread among the curves
across changes in the auditory variable. This vertical
spread between the curves is about four times greater in
the middle than at the end of the auditory continuum.
It means that the influence of one source of informa-
tion is greatest when the other source is neutral or
ambiguous. We now address how the two sources of
information are used in perception.

EvALuATION OF HOW TWO SOURCES ARE USED  Of course,
an important question is how the two sources of infor-
mation are used in perceptual recognition. An analysis
of several results informs this question. Figure 10.3 gives
the results for another participant in the task. Three
points are circled in the figure to highlight the condi-
tions in which the second level of auditory information
is paired with the fifth (/da/) level of visual informa-
tion. When presented alone, P(/da/ | Ay) is about 0.25,
whereas P(/da/ | V) is about 0.8. When these two stim-
uli occur together, P(/da/ | A,V;) is about 0.6. This sub-
set of results is consistent with just about any theoretical
explanation, for example, one in which only a single
source of information is used on a given trial. Similarly,
a simple averaging of the audible and visible speech
predicts this outcome.

Other observations, however, allow us to reject these
alternatives. Figure 10.4 gives the results for yet another
participant in the task. Three points are circled in the
figure to highlight the conditions in which the second
level of auditory information is paired with the second
level of visual information. Recall that in this forced-
choice task, P(/ba/) is equal to 1 — P(/da/). When
presented alone, P(/ba/ | A;) and P(/ba/ | V;) are both
about 0.75. When these two stimuli occur together,
P(/ba/ | A3V)) is about 9. This so-called superadditive
result (the bimodal response is more extreme than
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Ficure 10.3 The points give the observed proportion of
/da/ identifications in the unimodal and factorial auditory-
visual conditions as a function of the five levels of synthetic au-
ditory and visual speech varying between /ba/ and /da/. The
columns of points are placed at a value corresponding to the
marginal probability of a2 /da/ judgment for each auditory
level on the independent variable. The auditory-alone condi-
tions are given by the open circles. The unimodal visual con-
dition is plotted at 0.5 (completely neutral) on the auditory
scale. Results are for participant 41. The lines are drawn
through the observed points. The three large-circled points
A,V; give two unimodal conditions and the corresponding bi-
modal condition. The relationship among the three points
can be explained by the use of a single modality, a weighted
averaging of the two sources, or a multiplicative integration of
the two sources.

either unimodal response proportion) does not seem to
be easily explained by either the use of a single modal-
ity or a simple averaging of the two sources. In order to
evaluate theoretical alternatives, however, formal mod-
els must be proposed and tested against all of the re-
sults, not just selected conditions. We now formalize two
competing models and test them against the results.

TESTS OF COMPETING MODELS To explain pattern
recognition, representations in mermory are an essen-
tial component. The current stimulus input has to be
compared to the pattern recognizer’s memory of previ-
ous patterns. One type of memory is a set of summary
descriptions of the meaningful patterns. These sum-
mary descriptions are called prototypes, and they con-
tain a description of features of the pattern. The fea-
tures of the prototype correspond to the ideal values
that an exemplar should have if it is a member of that
category. To recognize a speech segment, the evalua-
tion process assesses the input information relative to
the prototypes in memory.

Given this general theoretical framework, we con-
sider whether or not integration of auditory and visual
speech occurs. It might seem obvious that integration
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Ficere 10.4 The points give the observed proportion of
/da/ identifications in the unimodal and factorial auditory-
visual conditions as a function of the five levels of synthetic au-
ditory and visual speech varying between /ba/ and /da/. The
columns of points are placed at a value corresponding to the
marginal probability of a /da/ judgment for each auditory
level on the independent variable. The auditory-alone condi-
tions are given by the open circles. The unimodal visual con-
dition is plotted at 0.5 (completely neutral) on the auditory
scale. Results are for participant 25. The lines are drawn
through the observed points. The three large-circled points
A,V, give two unimodal conditions and the corresponding bi-
modal condition. The relationship among the three points
cannot be explained by the use of a single modality or a
weighted averaging of the two sources, but it can be described
by a multiplicative integration of the two sources.

occurred in our experiment because there were strong
effects of both auditory and visual speech. In fact, this
outcome is logically possible even if integration did not
occur. Most experiments using the McGurk effect para-
digm were not able to demonstrate conclusively that in-
tegration occurred. It is possible, for example, that
only the visual speech was used and simply dominated
the judgments on some of the trials. This type of non-
integration is the simpler account of pattern recogni-
tion, and we begin with a formalization of this type of
mode].

Nonintegmtion models of bimodal
speech perception

According to nonintegration models, any perceptual
experience results from only a single sensory influence.
Thus the pattern recognition of any crossmodal event
is determined by only one of the modalities, even
though the influential modality might vary. Although
this class of models involves a variety of alternatives that
are worthy of formulation and empirical testing (see
Massaro, 1998b), we will formulate and test Jjust one for
illustrative purposes.
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SINGLE-CHANNEL MODEL Although there are multiple
inputs, it is possible that only one of them is used. This
idea is in the tradition of selective attention theories ac-
cording to which only a single channel of information
can be processed at any one time (Pashler, 1998).
According to the single-channel model, only one of the
two sources of information determines the response on
any given trial. Given a unimodal stimulus, it is assumed
that the response is determined by the presented
modality. A unimodal auditory stimulus will be identi-
fied as /da/ with probability g;, and, analogously, the
unimodal visual stimulus will be identified as /da/ with
probability v. The value ¢ simply indexes the ith level
along the auditory continuum and j indexes the level of
the visual input.

Given that only one of the auditory and visual inputs
can be used on any bimodal trial, it is assumed that the
auditory modality is selected with some bias probability
p, and the visual modality with bias 1 — p. If only one
modality is used, it is reasonable to assume that it will be
processed exactly as it is on unimodal trials. In this case,
for a given bimodal stimulus, the auditory information
will be identified as /da/ with probability a;, and the vi-
sual information with probability v, Thus, the predicted
probability of a /da/ response given the ith level of the
auditory stimulus, a, and the jth level of the visual

stimulus, vy 18

P(/da/ | AV) = pa;+ {(1 — p)u} (1)

Equation 1 predicts that a /da/ response can come
about in two ways: (1) the auditory input is selected and
is identified as /da/, or (2) the visual input is selected
and is identified as /da/. This formalization of the
single-channel model assumes a fixed p across all
conditions, an g; value that varies with the auditory
imformation, and a Y; value that varies with the visual
information.

We can assess the predictive power of the single-
channel model and other models using the 5 X 5 ex-
panded factorial design. The points in Figure 10.5 gives
the proportion of /da/ identifications for another pro-
totypical participant in the task. Figure 10.5 also shows
the predictions of the single-channel model, as repre-
sented by Equation 1. Equation 1 is a linear function
and it predicts a set of parallel functions with this type
of plot. The equation and graph illustrate how a con-
stant increase in g; and v; leads to a constant increase in
P(/da/). The mismatch between the observations and
predictions illustrates that this model appears to be in-
adequate. Even so, a formal test is required. Before we
present this test of the single-channel model, it is neces-
sary to discuss estimation of the free parameters in a
model.
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FIGURE 10.5 The points give the observed proportion of
/da/ identifications in the unimodal and factorial auditory-
visual conditions as a function of the five levels of synthetic au-
ditory and visual speech varying between /ba/ and /da/. The
columns of points are placed at a value corresponding to the
marginal probability of a /da/ judgment for each auditory
level on the independent variable. The auditory-alone condi-
tions are given by the open circles. The unimodal visual con-
dition is plotted at 0.5 (completely neutral) on the auditory
scale. Results are for participant 7. The lines give the predic-
tions of the single-channel model, with an RMSD of 0.115.

Testing a model’s predictions

We cannot expect a model’s predictions of behavior to
be exact or even very accurate without first taking into
account what results are being predicted. As an exam-
ple, we cannot know exactly how often a given person
will identify one of the visible speech syllables as a par-
ticular alternative. As can be seen in a comparison of
Figures 10.2, 10.3, and 10.4, individual participants give
similar but not identical results for the same experi-
ment. We can know that one syllable might be more
likely to be identified as /ba/, but we cannot predict
ahead of time the actual probability of a /ba/ response
by an individual participant. This uncertainty would
preclude the quantitative test of models if we were
not able to determine (estitnate) the values of free
parameters.

FREE PARAMETERS AND THEIR ESTIMATION When applied
to empirical data, most computational or quantitative
descriptions have a set of free parameters. A free para-
meter in a model is a variable whose values cannot be
exactly predicted in advance. We do not know what
these values are, and we must use the observed results
given to find them. The actual performance of the par-
ticipant is used to set the value of this variable. This
process is called parameter estimation.
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In parameter estimation, we use our observations of
behavior to estimate the values of the free parameters of
the model being tested. Because we want to give every
model its best shot, the goal is to find the values of the
parameters that maximize how accurately the model is
able to account for the results. The optimal parameter
values can be found with an iterative search algorithm
to find those parameter values that minimize the differ-
ences between the predicted and observed results. The
parameters and parameter space must be specified for
the search. In the single-channel model, for example,
the parameters are p, 4, and v;. These values are proba-
bilities and thus must be between 0 and 1.

Equation 1 predicts P(/da/) for each of the 35 con-
ditions in the expanded factorial experiment. The
single-channel model does not predict in advance
how often the syllable in each modality will be ident-
fied as /ba/ or /da/. According to the model, there can
be a unique value of g, for each unique level of audible
speech. Similarly, there can be a unique value of Y, for
each level of visual speech. We also do not know the
value of p on bimodal trials, which requires another
free parameter. For unimodal trials, we assume that
the presented modality is always used. We have 35 equa-
tions with 11 free parameters: the pvalue, the five g;val-
ues, and the five Y; values. Finding values for these 11
unknowns allows us to predict the 35 observations.

RMSD MEASURE OF GOODNESS OF FIT A measure that is
often used to maximize the goodness of fit is the root
mean squared deviation (RMSD) between the pre-
dicted and observed values. The best fit is that which
gives the minimal RMSD. The RMSD is computed by
(1) squaring the difference between each predicted
and observed value, (2) summing across all conditions,
(3) taking the mean, and (4) taking the square root of
this mean. (Squaring the differences makes all differ-
ences positive and also magnifies large deviations com-
pared to small ones.) The RMSD can be thought of as
a standard deviation of the differences between the
35 predicted and observed values. The RMSD would
increase as the differences increase. In general, the
smaller the RMSD value, the better the fit of the
model.

The quantitative predictions of the model are deter-
mined by using any minimization routine such as the
program STEPIT (Chandler, 1969). The model is rep-
resented to the program in terms of a set of prediction
equations and a set of unknown parameters. By itera-
tively adjusting the parameters of the model, the pro-
gram maximizes the accuracy of the predictions by min-
imizing the RMSD. The outcome is a set of parameter
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jues which, when put intc the model, come closest to
vajues :

sredicting the observed results.

f

DATABASE AND MODEL Tests The results for the' present
model tests come from the results fr:.:)m 82 participants,
with 24 observations from each participantunder each of
the 33 conditions (Massaro, 1998b). The model fit was
carried out separately on each participant’s results. We
have learned that individuals differ from one another,
.nd that averaging the results across individuals can be
hazardous. The free parameters of amodel should be ca-
pable of handling t‘h.e individual dlffere.nces. Fitting a
model to single individuals should permit the model to
Jdescribe individual participantswhile also accounting for
- hetween-participant differences, insofar as they can be
captured by the differencesamong the 11 parameters.

The observations and predictions of the single-
channel model for arepresentative participant are given
in Figure 10.5. The data pointsin the figure are the obser-
vations, and the lines correspond to the model predic-
tions. We use lines for the predictions so that one can see
the form of a model’s predictions. The distance between
the observed points and these predictions gives a graph-
ical measure of goodness of fit. The predictions of the
single-channel model do not capture the trends in the
data. The predictions are a set of parallel lines, whereas
the observations resemble an American football, wide in
~ the middle and narrowing at the ends.

The RMSD is also used to evaluate the goodness of fit
of'a model both in absolute terms and in comparison to
other models. Of course, the smaller the RMSD, the
better the fit of a model. The RMSD for the fit of the
single-channel model for the participant shown in
Figure 10.5 was 0.15. The RMSDs for the fit of the
single-channel model across all 82 participants aver-
aged 0.097. We now formalize an integration model,
called the fuzzy logical model of perception.

The fuzzy logical model of perception

The fuzzy logical model of perception (FLMP) is shown
in Figure 10.6. Let us consider the case in which the per-
ceiver is watching the face and listening to the speaker.
Although both the visible and the audible speech sig-
nals are processed, each source is evaluated indepen-
dently of the other source. The evaluation process
ft)l?sisls in determining how much that source supports
farous alternatives. The integration process combines
these sources and outputs how much their combination
“Pports the various alternatives. The perceptual out-
‘ome for the perceiver will be a function of the relative
degree of support among the competing alternatives.

A
Evaluation
Vj —>
a; l v;
Integration
bk
Decision Learning
Ay Feedback

FIGURE 10.6 Schematic representation of the three processes
involved in perceptual recognition. The three processes are
shown left to right in time to illustrate their necessarily suc-
cessive but overlapping processing. These processes make use
of prototypes stored in long-term memory. The sources of
information are represented by uppercase letters. Auditory
information is represented by A; and visual information by Vi
The evaluation process transforms these sources of informa-
tion into psychological values (indicated by lowercase letters
a;and v)). These sources are then integrated to give an overall
degree of support, s, for each speech alternative k. The deci-
sion operation maps the outputs of integration into some
response alternative, R,. The response can take the form of a
discrete decision or a rating of the degree to which the alter-
native is likely. The learning process receives feedback, which
is assumed to tune the prototypical values of the features used
by the evaluation process.

More generally, multiple sources of information con-
tribute to the identification and interpretation of the
language input. The assumptions central to the model
are (1) each source of information is evaluated to give
the continuous degree to which that source specifies
various alternatives, (2) the sources of information are
evaluated independently of one another, (3) the
sources are integrated multiplicatively to provide an
overall degree of support for each alternative, and (4)
perceptual identification and interpretation follows the
relative degree of support among the alternatives. The
quantitative predictions of the FLMP have been derived
and formalized in a number of different publications
(e.g., Massaro, 1987a, 1998). In a two-alternative task
with /ba/ and /da/ alternatives, the degree of auditory
support for /da/ can be represented by g, and the sup-
port for /ba/ by (1 — a;). Similarly, the degree of visual
support for /da/ can be represented by v, and the sup-
portfor /ba/ by (1 — v). The probability of a response
to the unimodal stimulus is simply equal to its feature
value. The predicted probability of a /da/ response
given an auditory input, P(/da/ [ A;), is equal to

P(/da/ | A) = & a, (2)

a;+ (1 — a) T
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Similarly, the predicted probability of a /da/ response
given a visual input, P(/da/ | V;-) , is equal to

U
P(/da/ | V) = ——L—— =, 3
(/da/ | V) st (-o Y (3)
For bimodal trials, the predicted probability of

a /da/ response given auditory and visual inputs,
P(/da/ |A,-Vj), is equal to

a; 4
wrA-aa-o

P(/da/ | AV) =

Equations 2—4 assume independence between the au-
ditory and visual sources of information. Independence
of sources at the evaluation stage is motivated by the
principle of category-conditional independence
(Massaro, 1998b; Massaro & Stork, 1998). Given that it
is not possible to predict the evaluation of one source
on the basis of the evaluation of another, the indepen-
dent evaluation of both sources is necessary to make an
optimal category judgment. Although the sources are
kept separate at evaluation, they are integrated to
achieve perception, recognition, and interpretation.
The FLMP assumes multiplicative integration, which
yields a measure of total support for a given category
identification. This operation, implemented in the
model, allows the combination of two imperfect sources
of information to yield better performance than would
be possible using either source by itself. However, the
output of integration is an absolute measure of support;
it must be relativized, which is effected through a deci-
sion stage, which divides the support for one category
by the summed support for all categories.

UNDERLYING NEURAL MECHANISM A natural question is,
what is the neural mechanism postulated by the inte-
gration algorithm specified in the FLMP? An important
set of observations from single-cell recordings in the cat
could be interpreted in terms integration of the form
specified by the FLMP (Stein & Meredith, 1993; see also
Stein, Jiang, & Stanford, Chap. 15, this volume;
Meredith, Chap. 21, this volume). A single hissing
sound or a light spot can activate neurons in the supe-
rior colliculus. A much more vigorous response is pro-
duced, however, when both signals are simultaneously
presented from the same location. This result parallels
the outcomes we have observed in unimodal and
bimodal speech perception.

As shown elsewhere, the FLMP is mathematically
equivalent to Bayes’ theorem (Massaro, 1998b, Chap. 4).
Anastasio and Patton (Chap. 16, this volume) propose
that the brain can implement a computation analogous
to Bayes’ rule, and that the response of a neuron in the
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superior colliculus is proportional to the posterior
probability that a target is present in its receptive fields,
given its sensory input. The authors also assume that
the visual and auditory inputs are conditionally inde-
pendent, given the target. This implies that the visibility
of the target indicates nothing about the audibility of
the target, and vice versa. This assumption corresponds
to our assumption of category-conditional indepen-
dence. They show that the target-present posterior
probability computed from the impulses from the audi-
tory and visual neurons is higher given the sensory in-
puts of two modalities than it is given the input of only
one modality. In addition, when only one modality is ac-
tivated, the target-present posterior probability com-
puted from the impulses from the auditory and visual
neurons is less than the modality-specific posterior
probability from the activated modality.

In light of the value of neurons that evaluate input
from several modalities, Anatasio and Patton ask why
not all neurons have this property. The answer is that in-
puts from two modalities can actually produce more
uncertainty than an input from just one of the modali-
ties. This situation occurs when one of the inputs has
very little resolution, which can degrade their joint oc-
currence. We have observed similar results, particularly
in the perception of emotion, in which adding informa-
tion from the voice and information from the face can
actually decrease accurate identification relative to
achieved with information from the face alone.

Bernstein, Auer, and Moore (Chap. 13, this volume)
distinguish whether speech perception is best described
by convergence or by an association of modality-specific
speech representations. These two alternatives bear
some similarity to two of the three alternatives that I
have proposed as possible mechanisms for the joint in-
fluence of audible and visible speech (Massaro, 1998b;
1999). These alternatives are shown in Figure 10.7.
Bernstein et al. claim that the FLMP might be inter-
preted as claiming convergent integration. In my

Convergent Nonconvergent

Auditory  Visual Auditory  Visual

FIGURE 10.7 Neural representations of convergent integra-
tion and nonconvergent integration.
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discussion of these alternatives (Massaro, 1999), I indi-
cated that “convergent integration offers a potential im-

Jementation of the FLMP” but did not mean to imply
that I favored this type of integration over nonconver-
gent integration. In fact, I observed that nonconvergent
integration “was most consistent with the findings,”
findings that we review later in this chapter under the
heading The Relationship Between Identification and
Discrimination.

When considering the important relationship
between psychological models like the FLMP and un-
derlying neural mechanisms, we must keep in mind that
information-processing algorithms will not be easily
observable in the underlying hardware. As I have stated
elsewhere, “Only biology is found in living systems, not
algorithms . . . a biological explanation cannot repre-
sent and therefore replace the algorithm. Biology is
only biology. Similarly, we do not expect to find our law
of pattern recognition in the brain. We expect to ob-
serve only chemical and electrical activity, not the algo-
rithm itself. Of course, this activity can be interpreted in
different ways” (Massaro, 1998b, p- 105).

Before addressing the issue of neural mechanism, a
couple of attributes of the FLMP should be emphasized.
The FLMP takes a strong stance on the question of
discrete versus continuous information processing
(Massaro, 1989, 1996). Information input to a stage or
output from a stage is continuous rather than discrete.
Furthermore, the transmission of information from
one stage to the next is assumed to occur continuously
rather than discretely. The three processes shown in
Figure 10.6 are offset to emphasize their temporal over-
fap. Evaluated information is passed continuously to in-
tegration while additional evaluation is taking place.
Although it is logically the case that some evaluation
must occur before integration can proceed, the
processes are assumed to overlap in time. Similarly,
integrated information is continuously made available
to the decision process.

It is important to emphasize that information trans-
mitted from one stage to another does not obliterate
the information from the earlier stage. Thus, evaluation
maintains its information even while simultaneously
passing it forward to the integration process. There is
evidence that information can be maintained in mem-
ory at multiple levels and in various forms. As observed
by Mesulam (1998) in a review of the neural underpin-
nings of sensation to cognition, “[in the] transfer of in-
formation . . ., several (synaptic) levels remain active as
the pertment information is conveyed from one node
0 the other” (Mesulam, 1998, p. 1041). This parallel
Slorage of information does not negate the sequential
Stage model in Figure 10.6. What is important to
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remember is that transfer of information from one
stage to another does not require that the information
be lost from the earlier stage. Integrating auditory and
visual speech does not necessarily compromise or mod-
ify the information at the evaluation stage. Thus, given
that multiple representations can exist in parallel, there
may be both convergence and association operative in
the perception of auditory-visual speech. There appears
to be strong neural evidence for two types of processes:
(i) “the establishment, by local neuronal groups, of con-
vergent cross-modal associations related to a target
event; and (ii) the formation of a directory pointing to
the distributed sources of information” (Mesulam,
1998, p. 1024). These can be interpreted to correspond
to convergent and nonconvergent integration (associa-
tion), respectively. We believe that the FLMP algorithm
can be implemented by both of these neural mecha-
nisms. It might be the case that auditory-visual speech
processing follows only nonconvergent integration, but
there are other domains such as localizing an event
given sound and sight that follow convergent integra-
tion (see Anastasio & Patton, Chap. 16, this volume;
Meredith, Chap. 21, this volume).

We do not really know how well the single-channel
model performs without contrasting it with other mod-
els. We favor the FLMP, which is an integration model.
The FLMP was fitted to these same results, using
Equations 2—4 with ten free parameters. Like the single-
channel model, the FLMP also requires five q, and five
v, values. In the FLMP, however, these are not probabil-
ities but fuzzy truth values between 0 and 1 indicating
the degree to which the information supports the alter-
native /da/ (see Equations 2-4). The RMSD for the fit
of the FLMP for the participant shown in Figure 10.8
was 0.051, and the RMSDs for the fit of the FLMP for
the 82 individual participants averaged 0.051.

As in all areas of scientific inquiry, it is important to
replicate this task under a broader set of conditions.
These basic findings hold up under a variety of experi-
mental conditions (Massaro, 1998b, Chap. 6). In one
case participants were given just two alternatives, and in
the other the same participants were allowed an open-
ended set of alternatives. When tested against the re-
sults, the FLMP gives a good description of perfor-
mance, even with the constraint that the same
parameter values are used to describe performance
when the number of response alternatives is varied (see
Massaro, 1998b, pp. 265~268).

We have explored alternative methods of model test-
ing. The first involves the match between the goodness
of fit of a model and a benchmark measure that indexes
what the goodness of fit should be if indeed the model
was correct. Because of sampling variability, we cannot
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FIGURE 10.8 The points give the observed proportion of
/da/ identifications in the unimodal and factorial auditory-
visual conditions as a function of the five levels of synthetic
auditory and visual speech varying between /ba/ and /da/.
The columns of points are placed at a value corresponding to
the marginal probability of a /da/ judgment for each audi-
tory level on the independent variable. The auditory-alone
conditions are given by the open circles. The unimodal visual
condition is plotted at 0.5 (completely neutral) on the audi-
tory scale. Results are for participant 30. The lines give the
predictions of the FLMP, with an RMSD of 0.051.

expect a model to give a perfect description of the re-
sults. Second, we have used a model selection proce-
dure, Bayes’ factor, suggested by Myung and Pitt (1997;
Massaro, Cohen, Campbell, & Rodriguez, 2001). The
advantage of the FLMP over the single-channel model
and other competing models holds up under these al-
ternative procedures of model testing (Massaro, 1998b,
Chap. 10; Massaro et al., 2001). Thus, the validity of the
FLMP holds up under even more demanding methods
of model selection.

As in all things, there is no holy grail of model evalu-
ation for scientific inquiry. As elegantly concluded by
Myung and Pitt (1997), the use of judgment is central to
model selection. Extending their advice, we propose
that investigators should make use of as many tech-
niques as feasible to provide converging evidence for
the selection of one model over another. More specifi-
cally, both RMSD and Bayes’ factor can be used as
independent metrics of model selection. Inconsistent
outcomes should provide a strong caveat about the va-
lidity of selecting one model over another, in the same
way that conflicting sources of information create an
ambiguous speech event for the perceiver.

BROADENING THE DOMAIN OF INQUIRY We have broad-
ened our domain of inquiry in several directions. The
first direction involves the development of a framework
for understanding individual differences. One of the
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first impressions a researcher obtains is how differemly
individuals perform on the same experimental task,
This variability is not surprising once we consider that
each of us has unique life histories and genetics. With
the FLMP framework, however, we are able to make a
distinction between information and information process-
ing. The sources of information from the auditory and
visual channels make contact with the perceiver at the
evaluation stage of processing. The reduction in uncer-
tainty effected by each source is defined as information,
In the fit of the FLMP, for example, the parameter val-
ues (a;s and v/’s) indicating the degree of support for
each alternative from each modality correspond to in-
formation. These parameter values represent how in-
formative each source of information is. Information

_processing refers to how the sources of information are

processed. In the FLMP, this processing is described by
the evaluation, integration, and decision stages.

Once individual variability is accounted for, by esti-
mating free parameters in the fit of the model, we are
able to provide a convincing description of how the in-
formation is processed and mapped into a response.
Although we cannot predict a priori how /ba/-like a
particular audible or visible speech syllable is for a given
individual, we can predict how these two sources of in-
formation are integrated and a decision is made. In ad-
dition, the model does take a stand on the evaluation
process in the sense that it is assumed that the auditory
and visual sources of information are evaluated
independently of one another.

Our research has made important progress by analyz-
ing the results of individual participants rather than av-
eraging the data. As is well known, it is possible that the
average results of an experiment do not reflect the
results of any individual making up that average. Our
research has adapted the sophisticated methodology
developed in psychophysics and the theory of signal
detection to provide a framework for the study of
individual participants (Massaro, 1998b).

Given this framework, we have explored a broad
variety of dimensions of individual variability in terms
of the distinction between information and informa-
tion processing. These include (1) life span variability,
(2) language variability, (3) sensory impairment, (4)
brain trauma, (5) personality, (6) sex differences, and
(7) experience and learning. The methodology of a set
of cross-linguistic experiments allowed us to separate
information differences from information-processing
differences. Earlier crosslinguistic results had led in-
vestigators to conclude that the processing of bimodal
speech differed for Japanese and English speakers.
Although the results of experiments with native
English, Spanish, Japanese, and Dutch speakers showed
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Substamial differences in performance across the dif-
ferent languages (Massaro, Cohen, Gesi, & Heredia,
1993; Massaro. Cohen, & Smeele, 1995), application of
the FLMP indicated that these differences could be
completely accounted for by information differences,
with no differences in information processing. The in-
formation in a speech segment made available by the
evaluation process naturally differs for speakers of dif-
ferent languages, whereas the information processing
appears (o be invariant. The differences that are ob-
served are primarily the different speech categories
used by the different linguistic groups, which can be at-
tributéd to differences in the phonemic repertoires,
phonetic realizations of the syllables, and phonotactic
constraints in these different languages. In addition,
speakers of different languages are similarly influenced
by visible speech, with its contribution larger to the ex-
tent the other source is ambiguous. The details of these

judgments are nicely captured in the predictions of the

FLMP.

A second direction of our research concerns ecologi-
cal variability, which refers to different perceptual and
cognitive situations involving pattern recognition and
to variations in the task itself. Generally, we have asked
to what extent the processes uncovered in bimodal
speech perception generalize across (1) sensory modal-
ities, (2) environmental domains, (3) test items, (4) be-
havioral measures, (5) instructions, and (6) tasks.

Pursuing the question of whether our model of pat-
tern recognition is valid across different domains, we ex-
amined how emotion is perceived, given the facial and
vocal cues of a speaker (Massaro, 1998b; Massaro & Egan,
1996). Three levels of facial affect were presented using a
computer-generated face. Three levels of vocal affect
were obtained by recording the voice of a male amateur
actor who spoke a semantically neutral word in different
simulated emotional states. These two independent vari-
ables were presented to participants of the experimentin
all possible permutations, i.e., visual cues alone, vocal
cues alone and visual and vocal cues together, which gave
a total set of 15 stimuli. The participants were asked to

judge the emotion of the stimuli in a two-alternative

forced-choice task (either HAPPY or ANGRY).

The results indicate that participants evaluated and
integrated information from both modalities to per-
ceive emotion. The influence of one modality was
greater to the extent that the other was ambiguous
(neutral). The FLMP fitted the judgments significantly
better than an additive model, which weakens theories
based on an additive combination of modalities, cate-
gorical perception, and influence from only a single
modality. Similar results have been found in other
laboratories (see de Gelder, Vroomen, & Pourtois,

Chap. 36, this volume). The perception of emotion ap-
pears to be well described by our theoretical framework.
Analogous to speech perception, we find a synergistic
relationship between the face and the voice. Messages
communicated by both of the modalities are usually
more informative than messages communicated by
either one alone (Massaro, 1998b).

A UNIvERSAL PRINCIPLE In the course of our research,
we have developed a universal principle of perceptual
cognitive performance to explain pattern recognition
(Campbell, Schwarzer, & Massaro, 2001; Massaro,
1998b; Massaro et al., 2001). Animals are influenced by
multiple sources of information in a diverse set of situa-
tions. In multisensory texture perception, for example,
there appears to be no fixed sensory dominance by vi-
sion or haptics, and the bimodal presentation yields
higher accuracy than either of the unimodal conditions
(see Lederman & Klatzky, Chap. 7, this volume). In
many cases, these sources of information are ambigu-
ous and any particular source alone does not usually
specify completely the appropriate interpretation.
According to the FLMP, the perceiver evaluates these
multiple sources of information in parallel and deter-
mines the degree to which each source supports various
interpretations. The sources are then integrated to de-
rive the overall support for each alternative interpreta-
tion. Finally, the relative support for each alternative
determines the perceptual judgment. Parenthetically, it
should be emphasized that these processes are not
necessarily conscious or under deliberate control.

ADVANTAGES OF BIMODAL SPEECH PERCEPTION  There are
several reasons why the use of auditory and visual infor-
mation together is so successful and why it holds so
much promise for educational applications such as lan-
guage tutoring. These reasons include (1) the robust-
ness of visual speech, (2) the complementarity of audi-
tory and visual speech, and (3) the optimal integration
of these two sources of information.

Empirical findings show that speech-reading, or the
ability to obtain speech information from the face, is ro-
bust. Perceivers are fairly good at speech-reading even
when they are not looking directly at the speaker’s lips.
Furthermore, accuracy is not dramatically reduced
when the facial image is blurred (because of poor vi-
sion, for example), when the face is viewed from above,
below, or in profile, or when there is a large distance be-
tween the speaker and the viewer (Jordan & Sergeant,
2000; Massaro, 1998a; see also Munhall & Vatikiotis-
Bateson, Chap. 11, this volume). These findings indi-
cate that speech-reading is highly functional in a variety
of nonoptimal situations.
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Another example of the robustness of the influence
of visible speech is that people naturally integrate visi-
ble speech with audible speech even when the temporal
occurrence of the two sources is displaced by about a =
of a second. Given that light and sound travel at dlffer-
ent speeds and that the dynamics of their correspond-
ing sensory systems also differ, a cross-modal integra-
tion must be relatively immune to small temporal
asynchronies. To assess the robustness of the integra-
tion process across relatively small temporal asyn-
chronies, the relative onset time of the audible and visi-
ble sources was systematically varied (Massaro & Cohen,
1993). In the first experiment, bimodal syllables
composed of the auditory and visible syllables /ba/ and
/da/ were presented at five different onset asyn-
chronies. The second experiment replicated the same
procedure but with the vowels /1/ and /u/. The results
indicated that perceivers integrated the two sources at
asynchronies of 200 ms or less.

More recently, two experiments were carried out to
study whether integration would be disrupted by dif-
ferences in the temporal arrival of the two sources of
information (Massaro, Cohen, & Smeele, 1996).
Synthetic visible speech and natural and synthetic audi-
tory speech were used to create the syllables /ba/, / va/,
/tha/, and /da/. An expanded factorial design was
used to present all possible combinations of the audi-
tory and visual syllables, as well as the unimodal sylla-
bles. The tests of formal models made it possible to de-
termine when integraton of audible and visible speech
did occur. The FLMP, an additive model, and an audi-
tory dominance model were tested. The FLMP gave the
best description of the results when the temporal arrival
of the two sources of information was within 250 ms.
Results indicated that integration was not severely
disrupted with asynchronies of 250 ms or less. These
results are in agreement with similar experiments re-
viewed by Munhall and Vatikiotis-Bateson (Chap. 11,
this volume). The findings support the conclusion that
integration of auditory and visual speech is a robust
process and is not easily precluded by offsetting the tem-
poral occurrence of the two sources of information.

Complementarity of auditory and visual information
simply means that one of the sources is more informa-
tive in those cases in which the other is weaker. Because
of this, a speech distinction is differentially supported
by the two sources of information. That is, two segments
that are robustly conveyed in one modality are relatively
ambiguous in the other modality. For example, the dif-
ference between /ba/ and /da/ is easy to see but rela-
tively difficult to hear. On the other hand, the differ-
ence between /ba/ and /pa/ is relatively easy to hear
but very difficult to discriminate visually. The fact that
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two sources of information are complementary makes
their combined use much more informative than would
be the case if the two sources were noncomplementary
or redundant {Massaro, 1998b, Chap. 14).

The final characteristic is that perceivers combine or
integrate the auditory and visual sources of information
in an optimally efficient manner (Massaro, 1987b;
Massaro & Stork, 1998). There are many possible ways
to treat two sources of information: use only the most
informative source, average the two sources together, or
integrate them in such a fashion that both sources are
used but the less ambiguous source has the greater in-
fluence. Perceivers in fact integrate the information
available from each modality to perform as efficiently as

‘possible.

One might question why perceivers integrate several
sources of information when just one of them might be
sufficient. Most of us do reasonably well in communi-
cating over the telephone, for example. Part of the an-
swer might be grounded in our ontogeny. Integration
might be so natural for adults even when information
from just one sense would be sufficient because, during
development, there was much less information from
each sense, and therefore integration was all the more
critical for accurate performance (see Lewkowicz &
Kraebel, Chap. 41, this volume).

Additional tests of the fuzzy logical model
of perception

Perceivers who are hard of hearing obviously have less
auditory information, but we can also ask whether they
differ in terms of information processing. We can ask
whether the integration process works the same way
regardless of the degree of hearing loss. By comparing
individuals using hearing aids to those with cochlear im-
plants, we can also address information and information-
processing questions in terms of the nature of the assis-
tive device. For example, it is possible that integration
of the two modalities is more difficult with cochlear
implants than with hearing aids. It should be noted that
addressing this question does not depend on control-
ling for individual characteristics such as the level of
hearing loss, when it occurred, how long it has per-
sisted, when the hearing aid or implant was received,
and so on. Given our distinction between information
and information processing within the FLMP frame-
work, we can address thie nature of information process-
ing across the inevitable differences that will necessarily
exist among the individuals in the study.

STUDY OF CHILDREN WITH HEARING Loss Erber (1972)
tested three populations of children (adolescents and
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FiGuRe 10.9  Confusion matrix for children with severely im-
paired (SI) hearing. The area of the circle is proportional to
response probability. The results should be interpreted as
hoth the observations and the predictions of the FLMP be-
cause they were essentially equivalent to one another; small
differences are not noticeable in this type of plot.

voung teenagers): normal hearing (NH), severely im-
paired (SI), and profoundly deaf (PD). All of the chil-
dren with hearing loss had sustained the loss before the
acquisition of speech and language. They also had ex-
tensive experience with hearing aids, had at least four
vears of experience with the oral method of cross-modal
:speech perception, and used their hearing-assisted de-
vices during the test. None of the children with normal
hearing had any training in speech-reading. The test
consisted of a videotape of the eight consonants /b, d, g,
k,m, n, p, t/ spoken in a bisyllabic context /aCa/, where
C refers to one of the eight consonants. It is important
to note that the speaker’s face was intensely illuminated
so that the inside of the oral cavity was visible. The test
was presented under auditory, visual, and bimodal
conditions.

The resuits for the SI group under the three presen-
tation conditions are shown in Figure 10.9 in the form
of confusion matrices. These data are not as over-
whelming as they might seem at first glance. The confu-
sion matrix provides for each of the eight stimuli the
proportions of each of the eight possible responses.
Although the SI group made many errors on the audi-
lory speech, participants revealed a tremendous perfor-
mance in the bimodal condition relative to either of the
unimodal conditions.

The FLMP was applied to the results of all three
groups and gave an excellent description of the confu-
sion errors of all three groups of children. The pre-
dicted values are not plotted in Figure 10.9 because they
would not be noticeably different from the observed.
Or equivalently, one can say that the predictions are
also plotted but they are perceptually identical to the
observations. Erber’s results also reveal a strong com-
plementarity between the audible and visible modalities

in speech, which is discussed more fully in Massaro
(1998b, Chap. 14).
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STUDY OF ADULTS WITH HEARING Loss  Many individuals
with hearing aids (HAs) or cochlear implants (Cls) are
able to understand auditory speech. In a substantial
number of cases, however, neither device provides a suf-
ficiently rich information source. We also know too well
that visible speech does not transmit the complete lin-
guistic message. The synergy between two (degraded)
channels, however, offers the potential for a robust
communication environment for these individuals with
one of these two assistive devices. Solid evidence for this
conclusion comes from a study by Agelfors (1996). She
studied persons with HAs and Cls in several speech tests
under auditory, visual, and bimodal presentations. One
test involved the identification of 16 Swedish conso-
nants presented in an /aCa/ context preceded by a
carrier phase. The 16 syllables were /p, b, m, t, d, n, g,
ng, f,v,s,sh, 1, 1,j/. Avideotape was made with four rep-
etitions of each syllable presented in a random order.
The auditory level was adjusted by each participant to
provide a comfortable “listening” level. The loud-
speaker was turned off for the visual presentation.

Massaro & Cohen (1999) evaluated these results in
the context of the FLMP and other competing models.
According to the FLMP, there should be a superadditive
effect of the bimodal presentation relative to the uni-
modal conditions. The superadditivity results from both
complementarity and an optimal integration algorithm
(Massaro, 1998b, Chap. 14). The FLMP analysis of
Agelfors’s study addresses an interesting question. Does
bimodal presentation give the same synergy advantage
for HA and CI? Perhaps integration does not occur as
optimally with CI relative to HA, for example. To ad-
dress this question, we can ask whether the synergy of
bimodal speech perception predicted by the FLMP
holds for both of these subgroups. For the HA group,
there were 12 participants with better hearing (HA+)
and three with poorer hearing (HA—). For the CI
group, there were eight participants with better audi-
tory recognition (CI+) and seven with poorer auditory
recognition (CI—).

Given the experimental design, a confusion matrix
gives the results to be predicted. The confusion matrix
provides for each of the 16 stimuli the proportions of
each of the 16 possible responses. A modality-analysis
FLMP can be tested against this confusion matrix by es-
timating the amount of support that a modality-specific
syllable presentation provides for each of the 16 conso-
nants. Thus, 16 X 16 = 256 parameters are necessary to
describe the auditory information and the same num-
ber to describe the visual, for a total of 512. Given the
three confusion matrices in each condition, there is a
total of 3 X 256 = 768 independent data points. Thus,
the raiio of data points to free parameters is 3:2.
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The results showed that all individuals performed
more accurately in the bimodal condition relative to the
unimodal conditions; that is, superadditivity was ob-
tained. Furthermore, the FLMP gave a good descrip-
tion of performance of each of the four subgroups. The
single-channel model with an additional weight para-
meter was also tested and performed much more
poorly than the FLMP in that its RMSD was about six to
eight times larger than the RMSD for the FLMP. To re-
duce the number of free parameters in the model tests,
we also tested the models by describing the auditory
and visual speech in terms of features.

FEATURE ANALYSIS IMPLEMENTATION The model test we
have presented in the previous section makes no as-
sumptions about the psychophysical properties of the
test items. A unique parameter is estimated for each
possible pairing. For example, a unique parameter is es-
timated to represent the amount of support a visual /b/
provides for the response alternative /d/. A description
of the features of the speech segments can save a large
number of free parameters, because it is assumed that a
given feature in a given modality has the same impact
regardless of what segment it is in. Following the tradi-
tion begun with Miller and Nicely (1955), we can define
each segment by five features: voicing, nasality, place,
frication, and duration. The feature values for one
modality are assumed to be independent of the feature
values for another modality. For example, we would ex-
pect that voicing and nasality would have informative
feature values for auditory speech and relatively neutral
feature values for visible speech. The place feature, on
the other hand, would give relatively informative values
for visible speech.

In this implementation, each of the test syllables is de-
scribed by the conjunction of five features for unimodal
speech and the conjunction of ten features for bimodal
speech. Even though each feature is defined as a dis-
crete category or its complement (e.g., voiced or voice-
less), its influence in the perception of visible speech is
represented by a continuous value between 0 and 1.
The parameter value for the feature indicates the
amount of influence that feature has. Therefore, if the
/ma/ and /na/ prototypes are each expected to have a
nasal feature and the calculated parameter value for
this feature is 0.90 then the nasal feature is highly func-
tional in the expected direction. Alternatively, if the cal-
culated parameter value for the nasal feature is 0.50,
then the interpretation would be that the nasal feature
is not functional at all. Because of the definition of
' negation as 1 minus the feature value, a feature value of
0.5 would give the same degree of support for a seg-
ment that has the feature as it would for a viseme that
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does not have the feature. If the calculated parameter
value is 0.20, however, then the nasal feature is func-
tional but opposite of the expected direction. Finally, it
should be noted that the features are not marked in this
formulation: absence of nasality is as informative gg
presence of nasality. Thus, if a nasal stimulus supports
non-nasal response alternatives to degree 0.9, then a
non-nasal stimulus also supports a non-nasal alternative
to degree 0.9,

The overall match of the feature set to the prototype
was calculated by combining the features according to
the FLMP. These assumptions dictate that (1) the fea-
tures are the sources of information that are evaluated
independently of one another, (2) the features are inte-
grated multiplicatively (conjoined) to give the overall
degree of support for a viseme alternative, and (3) the
stimulus is categorized according to the relative good-
ness decision rule. Thus, this implementation parallels
modality-analysis FLMP in all aspects except for the fea-
tural description of the stimulus and response alterna-
tives. The single-channel model was also implemented
with this same featural description. The FLMP and the
single-channel model were tested against the confusion
matrices by estimating the amount of information in
each feature and the featural correspondence between
the stimulus and response prototypes. Thus, five param-
eters are necessary to describe the auditory infor-
mation and the same number to describe the visual
information. The single-channel model requires an
additional weight parameter. The fit of the FLMP to the
four different groups gave an average RMSD about half
of that given for the fit of the single-channel model.

The Relationship between Identification and Discrimination
One of the themes of research from the speech-
is-special perspective concerns how speech perception
differs from prototypical perception. As an example,
two stimuli that differ in two ways are easier to discrimi-
nate than if they differ in just one of the two ways.
Advocates of the speech-is-special persuasion have
claimed to provide evidence that this is not always the
case in speech (see Fowler, Chap. 12, this volume). Let
us consider two speech categories, /ba/ and /da/, cued
by auditory and visual speech. A visual /ba/ paired
with an auditory /da/ might give a similar degree of
overall support for the category /da/ as an auditory
/ba/ paired with a visual /da/. The speech-
is-special claim is that these two items should be difficult
to discriminate from one another. However, the re-
search that has been cited as support for this outcome
has a number of theoretical and methodological limita-
tions (Massaro, 1987a, 1998b) similar to those imped-
ing claims for categorical perception. Basically, these
studies are simply another variant of categorical
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perception in disguise, and are vulnerable to a host of
criticisms (Massaro, 1998a).

To illustrate that speech is not special, it is worth-
while to review a test (Massaro & Ferguson, 1993).
participants performed both a perceptual identification
task and a same-different discrimination task. There
were three levels (/ba/, neutral, /da/) of visual speech
and two levels (/ba/, /da/) of auditory speech. This de-
sign gives 2 X 3 = 6 unique bimodal syllables for the
identification task. In the identification task, partici-
pants identified these syllables as /ba/ or /da/. For the
same-different task discrimination task, two of the bi-
modal syllables were presented successively, and the task
was to indicate whether the two syllables differed on ei-
ther the auditory or visual channels. There were
920 types of discrimination trials: six “same” trials, six
trials with auditory different, four trials with visual dif-
ferent, and four trials with both auditory and visual
different.

The predictions of the FLMP were derived for both

tasks, and the observed results of both tasks were de-
scribed with the same set of parameter values. The pre-
dictions for the identification task were derived in the
standard manner. At the evaluation stage, truth values
(of fuzzy logic) are assigned to the auditory and visual
sources of information indicating the degree of support
for each of the response alternatives /ba/ and /da/.
The truth values lie between zero and 1, with zero being
no support, 1 being full support, and 0.5 being com-
pletely ambiguous. Integration computes the overall
support for each alternative. The decision operation in
the identification task determines the support for the
/da/ alternative relative to the sum of support for each
of the /ba/ and /da/ alternatives, and translates rela-
tive support into a probability.

Given the FLMP’s prediction for the identification
task, its prediction for a same-different task can also be
derived, Participants are instructed to respond “differ-
ent” if a difference is perceived along either or both
modalities. Within the framework of fuzzy logic, this dis-
crimination task is a disjunction task. The perceived dif-
ference along the visual dimension is given by the dif-
ference in their truth values assigned at the evaluation
stage, and analogously for the auditory dimension. The
perceived difference given two bimodal speech syllables
can be derived from the assumption of a multiplicative
conjunction rule for integration in combination with
DeMorgan’s law. It is also assumed that the participant
computes the degree of sameness from the degree of
difference, using the fuzzy logic definition of negation.
The participant is required to select a response of
‘same” or “different” in the discrimination task, and the
actual “same” or “different” response is derived from
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the relative goodness rule used in the decision opera-
tion. The predictions of the FLMP were determined for
both the identification and discrimination tasks. There
were six unique syllables in identification, and there
were 14 types of different trials and six types of same tri-
als. These 26 independent observations were predicted
with just five free parameters, corresponding to the
three levels of the visual factor and the two levels of the
auditory factor. Values of the five parameters were esti-
mated to give the optimal predictions of the observed
results, with the goodness of fit based on the RMSD be-
tween predicted and observed values. The model was
fitted to the average results (pooled across the 20 par-
ticipants). The best fit of the FLMP to the average re-
sults gave an RMSD of 0.0805, a good fit considering
that 26 data points were being predicted with just five
free parameters. Figure 10.10 plots the observed versus
the predicted outcomes of the FLMP for these 26
observations.

As noted, the application of the FLMP to the results
carries the assumption that the output of the evaluation
stage is identical in both the identification and discrim-
ination tasks. This assumption captures the proposal
that integration of the audible and visible sources does
not modify or eliminate their representations given by

Separate Feature Information
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FiGURe 10.10 Observed and predicted probability of a /da/
identification in the identification task and observed and pre-
dicted probability of a different judgment in the discrimina-
tion task, as a function of the different test events. The points
are given by letters: the letters A through T give the discrimi-
nation performance, and the letters U through Z give identi-
fication. The conditions are listed on the right of the graph.
For example, A corresponds to a visual /ba/ auditory /ba/
followed by a visual /ba/ auditory /ba/. Predictions are of the
FLMP, which assumes maintenance of separate auditory and
visual feature information at the evaluation stage.
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the feature evaluation stage. If it did, then the model
could not have accurately predicted the results with the
same parameter values for identification and discrimi-
nation. According to the application of the model, the
only difference between the two tasks is how the truth
values provided by evaluation are combined. They are
conjoined in the identification task and disjoined in the
discrimination task.

To further test the assumption that the feature values
produced by evaluation are maintained throughout in-
tegration and decision, we formulated an alternative
model carrying the opposite assumption, and tested it
against the same data. This speech-is-special model as-
sumes that auditory and visual sources are blended into
a single representation, without separate access to the
auditory and visual representations. According to this
model, the only representation that remains after a bi-

- modal syllable is presented is the overall degree of sup-
port for the response alternatives. What is important for
this model is that the overall degree of support for /da/
is functional independently of how much the auditory
and visual modalities individually contributed to that
support. It is possible to have two bimodal syllables
made up of different auditory and visual components
but with the same overall degree of support for /da/.
For example, a visual /ba/ paired with an auditory
/da/ might give a similar degree of overall support for
/da/ as an auditory /ba/ paired with a visual /da/. The
FLMP predicts that these two bimodal syllables could be
discriminated from one another. On the other hand,
the speech-is-special model predicts that only the out-
put of integration is available and, therefore, these two
different bimodal syllables could not be discriminated
from one another. Figure 10.11 plots the observed
versus the predicted outcomes for this model for these
26 observations. When formulated, this speech-is-
special model gave a significantly poorer (P < 0.001)
description of the results, with an RMSD of 0.1764.

These results substantiate the claim that information
at evaluation maintains its integrity, and can be used in-
dependently of the output of integration and decision.
Thus, it is inappropriate to believe that perceivers are
limited to the output of integration and decision.
Perceivers can also use information at the level of eval-
uation when appropriate. A related result consistent
with this conclusion is the observed difference between
the detection of temporal asynchrony between auditory
and visual speech and the interval over which integra-
tion occurs. An observer can detect asynchrony at rela-
tively short asynchronies whereas integration can occur
across much longer asynchronies (Massaro & Cohen,
1993; Massaro et al., 1996).

Only Integrated Information
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FiGURe 10.11 Observed and predicted probability of a /da/
identification in the identification task and the observed and
predicted probability of a different judgment in the discrimi-
nation task, as a function of the different test events. The
points are given by letters: the letters A through T give the dis-
crimination performance, and the letters U through Z give
identification. The conditions are listed on the right of the
graph. For example, A corresponds to a visual /ba/ auditory
/ba/ followed by a visual /ba/ auditory /ba/. Predictions are
of the speech-isspecial model, which assumes no mainte-
nance of separate auditory and visual feature information.

Fowler (Chap. 12, this volume) reviews other experi-
ments exploring the relationship between identifica-
tion and discrimination given conflicting and cooperat-
ing cues. Her gesture theory interpretation of the
results from unimodal auditory speech experiments are
the opposite of what we concluded from the auditory-
visual speech perception experiments. It is possible that
unimodal versus cross-modal conditions are responsible
for the different conclusions (Massaro, 1987b, p. 110).
More important, however, is the possibility that partici-
pants in the discrimination task were actually basing
their judgments on the categorizations of the speech
stimuli. In this case, observed discrimination of stimuli
with cooperating cues would be poorer relative to stim-
uli with conflicting cues because the integrated per-
cepts would be much more similar with conflicting cues
than cooperating cues. Most important, however, is that
quantitative model tests of the gesture theory were not
carried out in the unimodal auditory speech experi-
ments. Insofar as Fowler’s gesture theory would predict
the same outcome as the speech-is-special formulation,
we can reject this theory in favor of the FLMP for the
auditory-visual experiments.

The results of the identification/discrimination task
suggest that observers appear to maintain access to
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information at evaluation even though integration has
occurred. Furthermore, the integration process does
not modify the representation corresponding to evalua-
tion. When a perceptual identification judgment that
reflects the influence of both audible and visible speech
is presented, it is often concluded that a new represen-
tation has somehow supplanted the separate auditory
and visual codes. However, we learned that we can tap
into these separate codes with the appropriate type of
psychophysical task. This result is similar to the finding
that observers can report the degree to which a syllable
was presented even though they categorically labeled it
as one syllable or another (Massaro, 1987a). If we grant
that the integration of audible and visible speech pro-
duced a new representation, then we see that multiple
representations can be held in parallel. On the one
hand, this result should not be surprising, because a sys-
tem is more flexible when it has multiple representa-
tions of the events in progress and can draw on the dif-
ferent representations when necessary. On the other
hand, we might question the assumption of representa-
tion altogether and view the perceiver as simply using
the information available to act appropriately in respect
to the demands of the current situation (O’Regan &
Noe, 2001; Dennett, 1991).

One might question why we have been so concerned
about current theories of speech and language when
the emphasis here is on multisensory fusion or integra-
tion. The reason is that the theoretical framework we
accept has important ramifications about how we can
understand how information from several senses can be
combined in speech perception. If indeed speech is
special and categorically perceived, then it precludes
many reasonable kinds of cross-modal integration
(Massaro, 1987b, 1998b).

Learning in the FLMP Figure 10.6 illustrates how learn-
ing is conceptualized within the model by specifying ex-
actly how the feature values used at evaluation change
with experience. Learning in the FLMP can be de-
scribed by the following algorithm (Friedman, Massaro,
Kitzis, & Cohen, 1995; Kitzis, Kelley, Berg, Massaro, &
Friedman, 1999). The initial feature value representing
the support for an alternative is initially set to 0.5 (since
0.5 is neutral in fuzzy logic). A learning trial consists of
a feature (such as closed lips at onset) occurring in a
test item followed by informative feedback (such as the
svllable /ba/). After each trial, the feature values would
be updated according to the feedback, as illustrated in
Figure 10.6. Thus, the perceiver uses the feedback to
modify the prototype representations, and these in turn
become better tuned to the informative characteristics
of the patterns being identified. This algorithm is
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highly similar to many contemporary views of language
acquisition (Best, 1993; Best, McRoberts, Goodell,
2001; Werker & Logan, 1985).

LEARNING SPEECH-READING  Because vision is important
for understanding spoken language, a significant ques-
tion is to what extent skill in speech-reading can be
learned: In addition, it is important to determine
whether the FLMP can describe speech perception at
several levels of skill. Following the strategy of earlier
training studies (e.g., Walden, Prosek, Montgomery,
Scherr, & Jones, 1977), a long-term training paradigm in
speech-reading was used to test the FLMP across changes
in experience and learning (Massaro, Cohen, & Gesi,
1993). The experiment provided tests of the FLMP at
several different levels of speechreading skill.
Participants were taught to speech-read 22 initial conso-
nants in three different vowel contexts. Training in-
volved a variety of discrimination and identification
lessons with the consonant-vowel syllables. Throughout
their training, participants were repeatedly tested on
their recognition of syllables, words, and sentences. The
test items were presented visually, auditorily, and bi-
modally, and presented at normal rate or three times
normal rate. Participants improved in their speech-
reading ability across all three types of test items.
Figure 10.12 gives their individual performance on the
syllables across seven sessions. The results are plotted in
terms of correct viseme classifications, which group
similar visible consonants together. As can be seen in the
figure, all six participants improved over training.
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FiGure 10.12 Proportion of correct viseme recognition of
the initial consonant in the visible presentation of consonant-
vowel syllables as a function of the seven sessions of training in
speech-reading for each of six participants.
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Replicating previous results (Walden et al., 1977), the
present study illustrates that substantial gains in speech-
reading performance are possible.

The FLMP was tested against the results at both the
beginning and end of practice. According to the model,
a participant would have better information after train-
ing than before. To implement this gain in information,
we simply assume more informative feature values be-
fore and after training. However, the audible and visible
sources should be combined in the same manner re-
gardless of training level. Consistent-with these assump-
tions, the FLMP gave a good description of perfor-
mance at both levels of speech-reading skill. Thus, the
FLMP was able to account for the gains in bimodal
speech perception as the participants improved their
speech-reading and listening abilities. This success sug-
gests that the FLMP and its distinction between infor-
mation and information processing would provide a
valuable framework for the study of language learning.

We have seen that speech-reading can be taught, and
one important consideration is the best method for
instruction. Different models predict different out
comes for training participants to speech-read in uni-
modal versus bimodal paradigms. In the unimodal par-
adigm, visible speech is presented alone, followed by
feedback, whereas visible speech is paired with auditory
speech in the bimodal paradigm. The single-channel
model predicts that unimodal learning would be better,
the FLMP predicts no difference, and an extension of
the less-issmore hypothesis predicts that bimodal learn-
ing would be better. The results of two recent experi-
ments show that participants learn the same amount
during unimodal and bimodal learning, supporting the
FLMP (Geraci & Massaro, 2002).

Language Learning The FLMP paradigm offers a po-
tentially useful framework for the assessment and train-
ing of individuals with language delay due to various fac-
tors, such as difficulty hearing, autism, or specific
language impairment (Massaro, Cohen, & Beskow,
2000). An important assumption is that while informa-
tion may vary from one perceptual situation to the next,
the manner of combining this information, called infor-
mation processing, is invariant. With our algorithm, we
thus propose an invariant law of pattern recognition
describing how continuously perceived (fuzzy) informa-
tion is processed to achieve perception of a category.
Insofar as speech-reading is highly functional in a va-
riety of situations, a visible speech technology could be
of great practical value in many spheres of communica-
tion. We have developed a synthetic talking face, called
Baldi, to achieve control over the visible speech and
accompanying facial movements to study those visible
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aspects that are informative. Our talking head can be
heard, communicates paralinguistic as well as linguistic
information, and is controlled by a text-to-speech sys-
tem or can be aligned with natural speech. Baldi, the
animated talking agent, has innovative features, and
testing has shown him to be an effective speech and lan-
guage tutor. The special features include skin trans-
parency controls that reveal the vocal cavity, so that the
lips, tongue, and teeth can show how sounds are
formed for better inspection, and the head can be ro-
tated at any angle, moved near and far, or displayed in
cross section (Cohen, Beskow, & Massaro, 1998).
Finally, the visual enunciation of speech can be paused,
slowed, or replayed.

The positive research findings and our technology
encourage the use of cross-modal environments for per-
sons with hearing loss. Ling (1976), however, reports
that clinical experience seems to show that “children
taught exclusively through a multisensory approach
generally make less use of residual audition” (p. 51).
For these reasons, speech-language professionals might
use bimodal training less often than would be benefi-
cial. We have carried out two recent studies to evaluate
the multisensory instruction of speech perception and
production. OQur working hypothesis is that speech per-
ception and production will be better (and learned
more easily) if bimodal input is used than if either
source of information is presented alone.

Although there is a long history of using visible cues
in speech training for individuals with hearing loss,
these cues have usually been abstract or symbolic rather
than direct representations of the vocal tract and artic-
ulators. Our goal is to create an articulatory simulation
that is as accurate as possible, and to assess whether this
information can guide speech production. We know
from children born without sight that the ear alone can
guide language learning. Our question is whether the
eye can do the same, or at least the eye supplemented
with degraded auditory information from the ear.

SPEECH TUTORING FOR CHILDREN WITH HEARING
Loss One of the original goals for the application of
our technology was to use Baldi as a language and
speech tutor for deaf and hard-of-hearing children.
Baldi’s technology seems ideally suited for improving
the perception and production of English speech seg-
ments. Baldi can speak slowly, illustrate articulation by
making his skin transparent to reveal the tongue, teeth,
and palate, and show supplementary articulatory fea-
tures such as vibration of the neck to show voicing and
air expulsion to show frication. Massaro and Light (in
press-b) implemented these features in a set for
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Ficure 10.13  Two of the four presentation conditions. Shown are a side view of Baldi’s whole face, in which his skin is made

ransparent, and a side view of Baldi’s tongue, teeth, and palate.

language exercises. Seven students with hearing loss
between the ages of 8 and 13 years were trained for
6 hours across 21 weeks on eight categories of segments
(four voiced vs. voiceless distinctions, three consonant
cluster distinctions, and one fricative vs. affricate dis-
tinction). Training included practice at the segment
and the word level.

The student was trained on how to produce the target
segments by illustrating various relevant aspects of the
articulation (De Filippo & Sims, 1995; Ling, 1976;
Massaro et al., in press). A variety of views and illustra-
tions were used, as shown in Figure 10.13. For example,
a side view of Baldi with transparent skin was used dur-
ing voiced versus voiceless training along with the sup-
plementary features such as vibration of the neck and
air expulsion to visibly indicate the difference between
voiceless and voiced contrasts (e.g., /f/ vs. /v/). For
consonant cluster training, internal views of the oral
cavity were important to show place features of
the tongue during production. Slowing down Baldi’s
speech emphasized the articulatory sequence involved
in producing a consonant cluster. Four different inter-
nal views of the oral cavity were shown: a view from the
back of Baldi’s head looking in, a sagittal view of Baldi’s
mouth alone (static and dynamic), a side view of Baldi’s
whole face where his skin was transparent, and a frontal
view of Baldi’s face with transparent skin. Each view
gave the student a unique perspective of the activity,
which took place during production.

During all training lessons, the students were in-
structed on how to produce the segments, they were re-
quired to produce the segment in isolation as well as in
words, and they heard their productions by a playback
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feature. No feedback was given during the training stage,
but “good job” cartoons were given as reinforcement.

Perception improved for each of the seven children.
Figure 10.14 shows that perceptual identification accu-
racy improved for each of the eight types of distinctions.
‘There was also significant improvement in the produc-
tion of these same segments. The students’ productions
of words containing these segments were recorded and
presented to native English-speaking college students.
These judges were asked to rate the intelligibility of a
word against the target text, which was simultaneously
presented on the computer monitor. Intelligibility was
rated on a scale from 1 to 5 (1 = unintelligible, 2 =
ambiguous, 3 = distinguishable, 4 = unambiguous, 5 =
good/clear pronunciation). Figure 10.15 shows the
Jjudges’ ratings transformed to a scale ranging from 0 to
1. According to these ratings, the children’s speech pro-
duction improved for each of the eight categories of
segments. Speech production also generalized to new

Perceptual Identification Accuracy

Opre
@post

% Correct Identification

Training Category

FiGURE 10.14 Percentage of correct identifications during
pretest and posttest for each of the eight training categories.
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Production Ratings as a Function of Category
Involved

Opre
@mpost

Training Category

FIGURE 10.15  Intelligibility ratings of the pretest and posttest
word productions for each of the eight training categories.

words not included in our training lessons. Finally,
speech production deteriorated somewhat after six
weeks without training, indicating that the training
method rather than some other experience was respon-
sible for the improvement that was found.

OTHER APPLICATIONS This pedagogy also has promise
to teach second language learners to perceive and pro-
duce spoken words, the skills needed for ordinary com-
munication in everyday contexts. In addition, the same
application can be used to carry out accent training for
students across a wide range of second language com-
petency. For example, beginning students would focus
on perception and production of segments, words, and
short phrases, whereas advanced students might focus
on accent neutralization. This spectrum of training is
particularly important because training a second lan-
guage is a labor-intensive task, traditionally involving
significant one-on-one interaction with a teacher.

There is recent evidence that speech tutoring using
the Baldi technology is effective for teaching the percep-
tion and production of non-native phonetic contrasts to
college students (Massaro & Light, 2003). Japanese
speakers were trained to identify and produce American
English /r/ and /1/ over a three week period. Three
minimal word pairs were used in identification and pro-
duction training (r/light, r/lip, and grew/glue). The re-
sults indicated varying difficulty with respect to word
pair involved in training (r/light being the easiest to per-
ceive and grew/glue showing the most difficulty). Most
important, learning occurred for these words, which
also generalized to the production of new words.

In addition to speech tutoring, Baldi is featured in
a Language Wizard/Player for teaching new vocabulary
items to hard-of-hearing and autistic children (Bosseler
& Massaro, in press; Massaro & Light, in press-a). To en-
sure that the program itself was responsible for the learn-
ing, we used a within-student multiple baseline design
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where certain words were continuously being tested
while other words were being tested and trained.
Knowledge of the words remained negligible without
training, and learning occurred fairly quickly for all
words once training began. Finally, knowledge of the
trained words did not degrade after training, general-
ized to new images and outside of the learning situation,
and was retained at least four weeks after training ended.

Retrospective

Speech perception has been studied extensively in re-
cent decades, and we have learned that people use many
sources of information in perceiving and understanding
speech. Utilizing a general framework of pattern recog-
nition, we have described the important contribution of
visible information in the speaker’s face and how it is
combined with auditory speech. Speech perception is
usually successful because perceivers optimally integrate
several sources of information. In addition, audible and
visible speech are complementary in that one source of
information is more informative when the other source
is less so. These properties are well described by a fuzzy
logical model of perception, a process model mathe-
matically equivalent to Bayes’ theorem. The FLMP has
also proved to provide a good description of perfor-
mance in a wide variety of other domains of pattern
recognition. For example, it describes how cues from
both the face and the voice are evaluated and integrated
to perceive emotion. The FLMP is also consistent with
findings in neuroscience and provides an algorithmic
description of two different neural mechanisms of
multisensory processing. Our empirical and theoretical
research encouraged us to apply our findings to facili-
tate language learning. In sum, the study of multisen-
sory processing not only has uncovered fundamental
facts about how we perceive and act in a world of many
sensory inputs, it has also led to a pedagogy and a
technology that are useful for language learning.
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