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Introduction to Artificial Intelligence and Literacy

Literacy involves knowledge and skills, which develop and deepen over time. This includes knowledge of print conventions on
paper and on screen, of how characters relate to words, and of how words and other language structures relate to meaning. Full
adult literacy entails some facility in applying this knowledge at a useful rate that yields accurate understanding of the intent
and content of a variety of text forms—from tables and graphs, to recipes, and to extended narratives and advanced textbooks.

This article addresses some current impacts on literacy instruction that artificial intelligence is having now and some foreseeable
impacts that Al can have in the future as literacy evolves. The focus here is on early literacy development in young children with no
perceptual or cognitive impairments, and on instruction as practiced in school and at home in a North American context. The
impacts are illustrated within a three-period timeframe: traditional practice, current Al applications in practice, and future applica-
tions and practice. Each time frame is illustrated with reference to a triad of Teacher, Student, and Student Performance. Fig. 1 shows
a simple instruction cycle within the basic triad structure.

The article does not address any recent controversies in reading pedagogy or current approaches to situate reading instruction
and literacy development within social or cultural contexts. It also does not focus on the impact or amelioration of physical or
cognitive disabilities that affect reading development. The assumption will be that most reading instruction has practical goals
and teachers typically work with an eclectic set of resources that may be commonly at hand.

Components of reading skill
A simple theory of reading [historically associated with Charles Perfetti (Perfetti and Hogaboam, 1975) and Philip Gough (Gough

and Tunmer, 1986)] posits that reading skill has two main components, decoding (D) and listening comprehension (LC), and that
some level of skill in both is required to achieve useful reading comprehension (RC). Decoding is the process of transforming
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Fig. 1 A basic reading instruction cycle schematized within the teacher-student-performance triad.

a sequence of one or more characters into a likely phonological sequence and/or into a lexical item, that is, into a word. Listening
comprehension is the process of transforming a spoken utterance, such as a conversational turn, into a likely sequence of linguistic
forms (words, phrases, sentences), and with these linguistic forms, into the meanings that the speaker intended to convey. The
theory is summarized in one simple equation: RC=D x LC.

Because the operation between D and LC is multiplication, if either D or LC is equal to zero, then RC will also be zero. A more
general term that subsumes decoding is Word Recognition. Word recognition includes decoding, as such, along with direct appre-
hension of word forms, known as sight-word recognition. Both components are needed for reading, and each of the two main
components of reading skill in turn has several components, listed below for convenience.

® Word Recognition: knowledge of (alphabet, letter-to-sound relations, alphabetic and non-alphabetic conventions, affixes and
their conventional spelling rules, etc.).
® Listening Comprehension: knowledge of (sound-to-lexical map, phrase structure, semantics, rhetorical conventions, etc.)

Spoken and written language vs. formal/informal

Learning to understand speech is never an issue as it is for written language. Conceivably our evolutionary history of spoken
language relative to written language is responsible for this difference (Merlin, 1991; Pinker, 2007). Writing was originally met
with some skepticism from early philosophers who thought that our humanity was compromised because memory was less essen-
tial with writing than with speech.

Table 1 illustrates examples of communication media in which the formality of the language and its modality can be categorized
independently of one another. Although we usually think of informal spoken language and formal written language, a TED talk is
formal and spoken whereas texting is informal and written. For example, the formal nature of picture books allows the writer to
make more deliberate word and grammatical choices that are not always feasible in child-directed speech (CDS). CDS and
adult-directed speech (ADS) requires a spontaneity (Grice, 1975) that necessarily limits word choice and allows deixis to substitute
for various words and grammatical constructions.

Artificial Intelligence (Al) delineated

Note that machine learning (ML) is different from Al, and we can consider how the two relate to reading. Note that both ML and Al
are relatively recent terms, so their meanings are still in flux. Briefly put:

Al refers to automated actions that seem appropriate to biological intelligence;

Table 1 Gives a taxonomy of the potential independence of language modality and formal (non-conversational) versus informal (conversational)

dialog.
Spoken Written
Formal TED talks, lectures, MOOCs Books, articles
Newspapers
Informal Conversations, interviews Texting, messaging
TV media dialogs Email
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ML is an engineering field that develops technology to build Al systems.

ML refers to algorithmic processes that operate on data sets to produce algorithms that cluster, classify, or identify patterns in
new (unseen) data sets. Typically, an algorithm infers a function (or a model) that assigns labels to new data from an analysis
of labeled training data. For example, thousands of transcribed voice recordings are analyzed by an ML procedure, which produces
an algorithm that transcribes new voice recordings.

Artificial Intelligence (Al) is an ability of automated systems to perform tasks that until recently required human or other bio-
logical information processing, often including signal analysis, decision, and sometimes, verbal and/or mechanical response.
People think of Al as the use of automated systems that perform tasks which traditionally have required human, or at least verte-
brate, intelligence. For example, cars were designed to be driven by people, but now can drive themselves as well as an average
human driver. As we delve into Al and reading, note that self-driving cars are possible in part because many millions of miles of
car travel (on the road with multiple sensors) have been logged and analyzed with machine learning algorithms. Obtaining and
analyzing large databases for machine learning has been essential in autonomous vehicle development, as in other domains.
Thus, we expect that large databases will be necessary for the development of Al applications in reading too.

Traditional, current, future approaches to reading instruction

The remainder of this article is divided into three sections:

® Traditional reading instruction,
® Current reading instruction as augmented with Al tools/applications, and
® Future reading instruction, including future literacy practices more generally.

The first section is a brief overview that may help a reader locate the needs that current Al tools and applications address and the
benefits that accrue from these. In the second section, we learn that most of the current Al tools do not disrupt the flow of reading
instruction. Instead, they facilitate current practice and render it more fun, more efficient, more accurate, or more effective. Al may
radically change the future of reading and reading instruction altogether. The last section describes a few current research initiatives
that may further improve current instructional practice and a foreseeable future in which Al capabilities that are likely to change the
nature of information access generally and change the nature of reading development and instruction along the way.

Traditional reading instruction

Pre-digital reading instruction
In the United States, between 2000 and 2020, reading instruction in schools largely followed patterns that were informed by a model
of reading that was set forth in a report from the NICHHD (2000), which Tim Shanahan (2006) usefully summarized in 2006,
setting out a rough set of five main layers of skill/instruction that support successful reading. These five layers are shown in Fig. 2.
We will assume that students have sufficient phonemic awareness to start learning to read. First comes the establishment of print
awareness skills—the student can recognize and name all the lower- and uppercase letters and say what their most common sound
value is. Then, students are introduced to the most common sight words (e.g., the, in, can, no, how), and to the basics of phonics, or
letter-sound correspondences, going beyond the most common sound value for each letter. These foundational skills are usually
established before the “Instruction Loop” shown in Fig. 3 gets started.
When the instruction loop starts, teachers direct students to read from leveled text material—starting with very simple materials
that have a picture and only a few words or a short sentence per page. The teacher then informally, monitors the literacy

4 Text Comprehension

Vocabulary

Oral Reading Fluency

Phonics

Phonemic Awareness

Fig. 2 Five elements of reading.
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Fig. 3 A fuller version of a typical reading instruction cycle in grades 1-3, the dashed line shows an added path for students who are identified as
struggling readers. Two static resources are shown: leveled text and diagnostic materials.

development of each student by observing as the student performs in a variety of tasks that may include reading aloud, writing,
understanding texts, and sometimes in periodic formal benchmark tests that may be required of all students. As time goes by, if
students perform at about the level expected for their age and grade, teachers gradually increase the difficulty of the leveled text
material that students read, and the instruction loop continues, perhaps over 3-5 years, until students can read efficiently enough
to understand and enjoy age-appropriate stories and books, and can independently read grade-appropriate academic text to learn
new material.

However, for struggling readers who perform below expectation on benchmark tests, who are not performing at grade level, or
who simply lag behind the rest of the class, a teacher or a reading specialist may administer a set of formal tests and score an indi-
vidual student’s reading performance. Diagnostic analysis of the individual test performance helps determine which, if any, of the
component reading skills may be hindering the student’s reading development. A teacher or reading specialist will then select suit-
able materials and give them to the struggling student with directions and encouragement, as needed.

Given reasonable curriculum materials and sufficient time with a qualified teacher over a 3- or 4-year period, most young readers
will emerge with basic literacy skills and a solid foundation for gaining broader and deeper literacy with the practice they encounter
in late elementary and middle school (grades 5-9, or ages 9-13 years). By the end of 12th grade (age 17-18), after many hours of
reading in the instruction loop and then across the curriculum and in life outside school, many skilled readers can comprehend text
at a rate of 200 words per minute or more (Average Reading Speed, 2022). This is faster than the rate of most spoken language they
encounter. The next section reviews (2021) Al applications that extend the range or the nature of literacy instruction, improve the
efficiency of reading development, or improve accuracy in measuring reading and literacy-related skills.

Current Al tools applied in current contexts

The extended mind (& Al-in-loop, human-in-loop)

Artificial intelligence (Al) is performed by machines, but it usually involves a human participant. Some applications of artificial
intelligence can be viewed as contributing to the extended mind (Clark and Chalmers, 1998), which involves the situational milieu
we inhabit. We now take for granted that many Al tools and apps facilitate a variety of human cognitive processes, as they become
more accurate and commonplace. In the period 2000-2020, several technologies have off-loaded complex cognitive demands,
including, complex information retrieval, text-to-speech synthesis, automatic speech recognition (ASR), and automatic language
translation.

When early text-to-speech (TtS) synthesizers were first commercialized in the late 1970s, they were crude but sufficiently intel-
ligible for successful commercial application in reading machines for the blind (Klatt, 1987; History of TtS, 2022; van Santen et al.,
1997). By 40 years later, TtS systems had achieved wide acceptance in many applications as the systems evolved to emit highly intel-
ligible and much more natural sounding speech. Speech synthesis is still viewed as an Al technology, and two core components of
TtS are products of machine learning: first, the text-analysis methods for word disambiguation and for construction of prosody; and
then the augmented ASR technology that finds optimal sequences of signal snippets to concatenate for clear and natural sounding
words.

Going back further, the invention of visual symbols and print changed what was possible and might be considered an early
instance of Al for language and communication of information. The magic of making physical marks that could be seen at a future
time by others enabled communication in a manner previously impossible—it allowed one person to communicate to another
person across time. Writing preceded the recording of spoken language and it leaves out some of the collateral information in
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spoken language, such as personal identity and voice-borne expression of emotion. On the other hand, written medium also
enabled important representations of information such as tables and graphs that are not easily understood in their spoken form.

Viewing Al as an elaboration of the extended mind might put Al in a more acceptable framework in that it is then a product of the
human mind that has the human mind as an essential partner in various applications. As Neil Stephenson, the legendary science
fiction writer has stated, “Ideally we ask Al to function as an aid or assistant in our journey toward knowledge” (Michael Shermer
interview, 2021). This framework doesn't eliminate the recent fearful premonitions of runaway Al but perhaps puts them in a better
light.

Technology aided assessment

Given that live teacher time is limited, robots (and we believe virtual tutors) can substitute for the teacher just as effectively if not
more effectively. Our ideal virtual tutor would have assessment built into the tutoring regimen, and the goal is to have the student as
engaged with the testing as she is with the reading and mentoring itself. Engagement of a virtual agent or a physical robot has been
studied in a variety of learning contexts, but not systematically in reading and learning to read. Although lacking in systematic
reading contexts, there are helpful findings on refining measures of students’ engagement, how various verbal and nonverbals
cues from the agent are picked up, and how engagement can fluctuate during the interaction. If researchers and teachers explore
virtual or robot mentors for reading instruction, there is a wealth of guidelines in the literature (Belpaeme et al., 2018).

Students don't necessarily enjoy being tested particularly if they are somewhat unskilled, as most learners by definition are.
Furthermore, it's been found that in simple multiple-choice tasks in which a student selects one response from multiple options,
many students respond so quickly that they could not have completely understood the question and the gallery of answers. One
answer to this challenge has been proposed: the Technology Enhanced Item or TEI (Bryant, 2017; TEIs, 2021), with creative testing
formats. An example of a TEI might ask the student to highlight the relevant text in answering a question. In a very large systematic
study, TEIs have shown the lowest rapid guessing rate, which traditionally reflects lack of student engagement: 10 times more often
on multiple choice items than on TEIs.

Electronic tutoring systems endorse intelligent programming to create innovative formats in the testing environment. A student
might be asked to drag and drop content from a text to answer the question. Another possibility would be to highlight the text or
select multiple items from the text. In this sense TEIs offer the promise that students can be kept engaged in a reading environment
even though assessment is part of that reading environment. Given that there is strong evidence that TEIs improve engagement, we
can push the envelope even further by requiring more sophisticated interactions from the students such as open-ended answers or
having the student actually perform a simulation or instructing the virtual mentor to perform a simulation. Ideally, an engaging
tutoring session in reading would blur any existing boundaries between learning and assessment.

One challenge in applying social robots to develop reading skills and to include intermittent testing is to maintain the student’s
engagement with the tutor. There is some indication that students interest diminishes when the novelty effect evaporates. One key to
maintaining interest is to establish a meaningful relationship between the student and the tutor, and to reinforce the student’s
memory of this relationship (Kasap and Magnenat-Thalmann, 2012). Using RoboTutor, Boote et al. (2021) tracked the tutee’s
face to monitor engagement, and the partially successful goal of predicting whether the student would complete one of the exercises.
This offers one source of information among many others such as properties of the voice, response latencies, and accuracy in the task
that could increase the effectiveness of monitoring engagement. Interestingly, they were able to define an early bailout when the
child didn't like the activity and a later bailout which occurred during the interactions with the tutor. This distinction is a valuable
one because different types of intervention would be necessary for success.

Automating Oral Reading Fluency (ORF) assessment

Periodic assessment of reading performance is important for guiding instruction, but a recurring problem is that students spend too
much time in testing, and teachers spend too much time on activities that surround testing—in-service training, administering and
scoring tests, and then interpreting results (Bernstein et al., 2017). Thus, automatic systems to administer and score ORF perfor-
mances have gained acceptance and proliferated in the period from about 2015 to 2022 and onward. This has been accomplished
with student-friendly online presentation of material in a browser, which is combined with AI capabilities on servers in the cloud.

The server-side Al comprises child-appropriate ASR and automatic scoring and scaling of the recorded read-aloud responses.
Such systems can now (2021) return accurate ORF scores and running records of a student’s performance within one second after
test completion. The most salient advantages of current automated ORF tests are their convenience and reliability. They are conve-
nient for the student, because the tests can be self-administered at the student’s convenience, and an automated ORF test may
occupy less student time. Such tests are more reliable in that they apply acceptance and scoring rules quite consistently, and
they score readers without favoritism toward individual readers or groups. Automated ORF measurement has also been shown
to be indifferent to irrelevant dialect differences and reading pronunciations of readings by speakers of English as a second language
(Balogh et al., 2012; Bernstein et al., 2017).

A key disadvantage in current automated testing and scoring is the absence of real-time system-initiated interaction with the
student during the test administration. Such interactions from the system might include interruptions to encourage or give guid-
ance, or simply to present the test-texts at a more appropriate level so they are within the student’s zone of proximal development.
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Fig. 4 Session and passage presentation flow for each passage (1 practice, 3 scored) in Moby.Read.

Moby.Read: an automated ORF test

The Moby.ReadTM (2022) system is a fully automated and self-administered oral reading fluency (ORF) benchmark assessment
designed and built in 2016-18 and introduced commercially in January 2019. Moby.Read is designed for benchmarking early
reading performance three times a year. Inside the Moby.Read system, an ASR was optimized for children’s readings and their spon-
taneous speech in retelling text passages, and an augmented natural language processing (NLP) module enables immediate score
reporting of five key oral reading fluency skills:

. Reading Level,

. Accuracy,

. Accurate Reading Rate (in Words Correct Per Minute),
. Comprehension, and

. Expression.

Ul W N =

During the assessment, as shown in Fig. 4, students read four passages aloud, summarize the passage content, and respond to short-
answer questions using their own voice. Moby.Read embeds model readings and opportunities for students to “go back” and re-read
a passage to hone their oral reading skills (see Fig. 4). An assessment takes about 12 min and runs in Chrome or as a native app on
iPads.

Scores are available immediately so teachers can apply the most current possible information to individualize reading instruc-
tion. Additionally, audio recordings allow teachers to diagnose performance issues and to share them with reading specialists,
parents, and with the students themselves (see Fig. 3). Fig. 5 gives a sample presentation flow for each passage (1 practice, 3 scored)
in Moby.Read.

Automated tutoring

Once interactive screen time became feasible, various commercial and school curricula of speech and reading tutoring were imple-
mented in electronic exercises in speech, phonics, and vocabulary (Phonics Exercises, 2022). These involved very little Al other than
utilizing speech and graphics within a given instructional-game design. Typically, children learn the alphabet and then how to
sound out various spelling patterns. This method isn’t foolproof, however, as experienced by a grandmother with her grandchild
sounding out a word written under a picture of an insect. The child expertly sounded out bug for the word but the word was actually
ant. Another method has children spell various sounds. One commercial game reinforcing the sound of speech is iSPY in which the
child is given a sound and matches words that begin with that sound (iSPYPhonics Fun, 2021).

Although most early reading instruction is grounded in phonics, a case can be made for increasing the beginning reader’s aware-
ness of the language’s orthography. It seems reasonable that drill and practice in phonics also heightens a child’s awareness of these
spelling patterns to facilitate letter and word recognition during reading. There is evidence that expert readers and children learning
to read use spelling constraints to more easily identify letter patterns and words (Venezky and Massaro, 1979, 1987; Massaro and
Hestand, 1983).
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Fig. 5 A sample presentation flow for each passage (1 practice, 3 scored) in Moby.Read.

Phonics with Baldi
Given dramatic progress in creating a rich sensory world in educational domains, it is surprising that most current decoding exer-
cises do not exploit multiple modalities. Given that seeing the speaker’s face can contribute significantly to understanding and
learning language (Massaro, 1998), and developments in computer animation of talking heads, it is now feasible to carry out
phonics instruction and assessment bimodally. Various characteristics of the vocal tract can also be viewed from different perspec-
tives, which might help the child (or second language learner) master the phonics and spelling of the language being learned.
The 3D computer-animated talking person, Baldi, was developed to produce accurate visible speech (Massaro et al., 2005; Baldi
Tutoring, 2022a). Using this technology, a game was developed called Phonics with Baldi. This involves a matching game in which
the child is required to match the animated pronunciation of a sound with a possible spelling. In the matching game, a successful
match is rewarded by eliminating the matching pair from the display. The goal of the child is to complete all of the matches and
move on to higher levels.

Read With Me!

Picture books are a foundation for a child’s inauguration into a literate world (Gurdon, 2019). Although seldom put to rigorous
experimental tests, they appear to be a prevailing influence on children’s cognitive and linguistic development. Content analysis
of picture books and child directed speech (CDS) documents that the linguistic and cognitive sophistication of picture books far
exceeds that found in CDS (Massaro, 2015, 2017; Montag et al., 2015; Williams et al., 2022). Although electronic TV media
consume more of the child’s time, picture books best demonstrate to the child that a static medium can elicit language and ideas
that can engage their attention. The caregiver-child dyad appears to be a prominent characteristic of the impact of reading these
books to engage children.

What might be surprising is that this shared picture book reading contributes very little to a child’s acquisition of the mechanics
of reading (Massaro, 2012, 2017). By this we mean phonics, letter recognition, and written word recognition. Children do learn that
books contain words and stories (or at least stories) that can transport them to another place and time. However, picture books
aren’t designed to highlight written language but rather primarily illustrate in pictures the story being told. Because of the emphasis
on pictures, the print is often either considered unimportant or embellished to look less like print and more like picture design. The
design of picture books encourages children to focus on the pictures rather than the words in shared reading-aloud situations (Evans
and Saint-Aubin, 2013). Perceiving words requires focused viewing of the words. The print in most children'’s picture books is not
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usually appropriate for a child learning the mechanics of reading (There is also some evidence, however, that children can learn
some reading mechanics with picture books that emphasize the legibility of print, Massaro, 2017; Piasta et al., 2012).

We might ask how Al can be utilized to complement the shared reading experience of picture books in order to reinforce reading
mechanics. To promote learning the mechanics of reading during shared picture book reading, Dom Massaro created an Apple iPad
app called Read With Me! (2022). At various times during shared reading, the adult reader can choose to display some text from the
physical book in clear font on the iPad (Read With Me! Demo, 2022).

To use the app, the caregiver and the child choose one of their favorite books from the app’s library. The caregiver reads the book
to the child, both of them enjoying the rich sharing of emotion and adventure. Read With Me! adds to this experience by allowing
the adult reader to dictate a sentence from the book to initiate the presentation of this sentence on the iPad screen. The app uses
a robust method of ASR because it knows which book is being read.

The application allows the caregiver and child to share attention between the picture book and the text presented on the iPad.
The child should have a good view of the screen when the dictated sentence is present, The iPad can be held by the caregiver, placed
on a table, or placed inside a transparent holder sewn into a shirt that the caregiver would wear Read With Me! Demo (2022). This
experience allows the child to experience written language in the manner that they experience spoken language. The Read With Me!
app adds print without requiring the caregiver to provide explicit instruction in prereading skills. Many caregivers tend to have
limited knowledge of or motivation to teach appropriate literacy skills. It remains to be tested whether this app or similar ones
can help bootstrap a child’s reading in the same manner that the speech toddlers hear aids spoken language acquisition.

Understand My World

Ideally, we would embrace an Al tutor reinforcing the mechanics of reading while simultaneously the child is primarily engaged in
new and active learning. Using advances in Al, one example app, Understand My World (2022), immerses learners in spoken and
written language as they are learning about their world. Equipped with a camera, microphone, and an internet connection, the
student has direct access to unlimited information. Images captured by the camera are labeled and can be defined in both speech
and writing. Participants can also speak and record their speech or ask questions. The app then presents the dictated words or
answers to questions in either written or both spoken and written form. Some example questions are “Tell me about Sesame Street.”
“Who is Ben Stiller?” “How many miles in 7 km?”

Because evaluation is central to language interventions, the app records a history of the student’s interactions with all three func-
tionalities. This history can be utilized in several ways, such as recording time on task, the vocabulary encountered, the student’s
speech, and the content of the student’s interactions. One possible evaluation, for example, would be to compare the student’s
mastery of the content experienced within the app to comparable content the student experienced outside the app.

Reading practice

Jack Mostow and colleagues, situated within a campus with a premier speech science department, developed a computer program
that uses speech recognition to listen to children read. Beginning roughly 3 decades ago, their core technology was ASR, well before
it evolved to have the quality it has today (Mostow, 2013; Project LISTEN's Reading Tutor, 2022). The goal was to use ASR to listen
to children read and guide each student individually in oral reading. Their reading tutor proved successful in a number of indepen-
dent studies when compared to independent reading practice and even tutoring by certified teachers (Mostow, 2013). Dependent
measures included word identification, oral reading fluency, and comprehension.

More recently, a number of reading tutors have been deployed. Reading with companion robots will definitely become more
commonplace, with their prices within the range of other appliances such as TVs. In one representative study (Sauppé and Mutly,
2014, 2015), a reading companion/mentor robot, Minnie, interacted with children during the child’s reading. Minnie was not pro-
grammed with the latest speech technology as in applications assessing oral reading fluency but she did make book suggestions,
guided and monitored the child’s reading goals, and made comments to support their understanding and interest in reading
and science. In the near future, we expect assessment and instruction to be embedded in tutoring interactions. Given Minnie’s porta-
bility, she could provide time on task for reading at home as well as in school. Based on their pilot studies (Sauppé and Mutlu, 2014,
2015), children appeared to make a strong social connection with Minnie, which agrees with findings in other domains. We found
this to be true of Baldi, an animated tutor, for both hard of hearing and children on the spectrum (Massaro, 1995).

Research foundations for future Al
Electronic databases

Some of the major achievements of Al are critically dependent on acquiring and analyzing electronic information. We all know how
the internet has consolidated many unfathomable sources spanning the spectrum of knowledge. Students and professionals alike
can easily access Wikipedia and other websites to find the latest state of knowledge in almost any domain. The Al programming to
make this information efficiently retrievable and useable has led to impressive intelligent Al systems such as IBM’s Watson, which
was able to beat the champion Ken Jennings in a Jeopardy competition (Jeopardy, 2022).

Al's intelligence has increased exponentially in effectiveness hand-in-hand with computer’s speed and memory. Data mining
recording and analyzing linguistic content has also grown exponentially. We've learned that the amount and quality of language
children experience is central to the path to literacy (Hart and Risley, 1995). This observation has motivated researchers to
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determine important academic words to use in schooling (at perhaps the expense of non-essential words, acknowledging that time-
on task is limited).

Children are talked to, read to, and in many cases watch TV Media. Different estimates of the amount of input 2-5-year-old
children experience from these three different contexts are roughly 150 min for both CDS and TV Media, and only about
15 min of parents reading (picture books) to their children (Media, 2022). Massaro (2015; unpublished) analyzed potential vocab-
ulary and grammar differences in these three linguistic environments. Content from each of these three media were analyzed to
record their vocabulary and the reading level. To determine vocabulary differences among the three media, the three samples
were assessed against two independent measures of frequently used spoken and written words (Brysbaert and New, 2009;
COCA, 1990-2012; SUBTLEX, 2021). Children experienced over twice as many rare word types with picture books than with
the other two media (Massaro, 2015; Williams et al., 2022).

The formal nature of picture books allows the writer to make more deliberate word and grammatical choices that are not always
feasible in CDS and written in TV scripts. As mentioned previously, the spontaneous nature of conversational speech constrains
word and grammar selections and encourages use of gesture and deixis. Using Hiebert's (2005) list of academic words, these
rare words actually corresponded to important words for schooling. Picture books had about 2 or 3 times the number of these
academic words than did Parent Speech and TV Media. Examples of academic words found in the Picture Book database but
not in the other two media are centers, heated, lowering, and winding.

Words are also more valuable for schooling if they have high dispersion, that is, found in different content areas. Picture Books
provided about twice as many high dispersion words relative to the other two media. Examples of words with a high dispersion
value in picture books that did not occur in CDS and TV Media were behave, circulation, exchange, intricate, strain, and switch. Using
data mining, we learned that picture book reading provides valuable vocabulary for future schooling.

Mining databases to optimize reading complexity

Paving the road to literacy would ideally have linguistic and cognitive complexity of spoken language that is representative of mate-
rial that the child will be reading in school. We expect that more complexity would be valuable. Grade level readability measures
(Readability Formulas, 2021) were used to determine the reading grade level of the three media just discussed, as well as ADS. Chil-
dren’s picture books had a higher reading grade level than CDS and TV Media, as well as ADS. The data mining revealed that reading
picture books to children is beneficial, as it appears to familiarize them with more challenging language and a more extensive vocab-
ulary than they would otherwise encounter (e.g., van Kleeck et al., 2003).

Mentoring by social robots

A robot track man that calls balls and strikes in baseball more accurately than human experts is a prototypical instance of artificial
intelligence (AI Umpire, 2022). It mimics intelligence of humans but in this situation also does it better. It picks up information
from the trajectory and location of the ball and computes if each pitch is in the strike zone. Given high-quality sensors and a simple
Al algorithm, an accurate call is assured, significantly better than a live umpire.

Imagine a child learning to read with a personalized robot companion with knowledge of the child’s reading level, including
vocabulary and grammar, and general knowledge. In addition, the robot will have goals including one to advance the child’s
literacy, and will continuously learn about the child and the appropriate tutoring required to achieve the goals. With this knowl-
edge, the robot can then anticipate where the child could be tripped up by the text and could modify and even embellish it appro-
priately to make it compatible with the understanding of the child. In this case, the robot would provide the affordances necessary
for acquired literacy. This would also exploit the zone of proximal development described by Vygotsky (2022).

Two exploratory studies provide some incentive to determine whether social robots are facile enough to encourage and aid
a child at various levels of reading skill, such as phonics, vocabulary learning, and fluent reading aloud. Michaelis and Mutlu
(2018) found that a social robot engaged early adolescent children in a variety of guided reading activities. The children claimed
that the robot helped with comprehension and provided them with motivation to read. Yueh et al. (2020) used a social Robot Julia
to facilitate library literacy activities with elementary school children.

There has been a plethora of studies evaluating the effectiveness of robots as tutors in a variety of domains other than reading
instruction and assessment (Belpaeme et al., 2018). According to a Belpaeme et al. meta-analysis of hundreds of studies, tutoring
robots have been cognitively and affectively effective in many different domains. Initially, there seemed to be an advantage to
having physically-present robot tutors in place of virtual tutors on a screen. A meta-analysis of 33 experimental studies found
that “a co-present robot to be more persuasive, receive more attention, and be perceived more positively than a virtual simulation
of the agent being tele-present” (e.g., presented on a screen, Li, 2015). However, there is also more recent evidence that virtual tutors
can be just as persuasive as co-present tutors (Deng et al., 2019).

Although it is not certain that any difference between virtual and physically present tutors would occur with a reading tutor, it
would be more practical and less costly to program tutors on screens than to provide every child with a physically present robot
(Deng et al., 2019; Li, 2015). Students might also demand that their robot be unique in both physical and psychological charac-
teristics. Advances in Augmented and Virtual Reality might diminish this gap between physically-present and on-screen social robots
so that it would be more feasible for each student to have a personalized robot. On the other hand, we might learn that something
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like physical presence is important, perhaps a carryover from the child sharing picture books with loved ones. The final word about
virtual tutors and co-presence has yet to be uttered or written but their destiny will have a role in reinforcing literacy.

Although this review covered normative reading instruction and practice, it is worth mentioning that robotic tutors should have
even greater potential for children with challenges such as hearing loss or existing on the autism spectrum. Baldi, introduced earlier,
proved a successful tutor for both these groups of children. One major advantage of Baldi, like any robot, is his availability 24/7 and
programmed extreme patience and encouragement. In one-on-one tutorials, both populations of children learned and retained new
vocabulary and grammar. Children on the spectrum, who tended not to look at faces, also learned to perceive visible speech more
accurately. Using a within-subject design, the research also convincingly showed that Baldi’s intervention was responsible and not
some other explanation such as time on task. Demonstrations of children in the tutoring situation are available (Baldi Tutoring,
2022b).

Predicting the future

While developing Baldi, a computer animated talking head, to provide accurate visible as well as audible spoken language, showing
it was effective in communicating spoken language, and applying it to situations in language learning (Massaro et al., 2005), Mas-
saro (1995) wrote a science fiction scenario on a future without written language. English had become the world’s dominant
language and societies could no longer afford to continue English literacy. Literacy learners had difficulty conquering the irregularity
of English’s spelling, with many inconsistencies between spoken words and their spelling. A popular example is that it would be
acceptable to spell fish as ghoti (gh as /f/ in tough, o as /I/ in women, and ti as /[/ in nation. Critiques and revisions of English writing
have been advocated by illustrious celebrities including George Bernard Shaw and Mark Twain (English Spelling, 2022).

As with most antecedents of change, there were other factors leading to literacy’s demise. Having overpopulated the earth with
diminished raw materials, it was convenient to use existing books as insulation for high density housing. Most importantly,
however, was the technological development of computer-animated characters with realistic speech and language. Although
Face Time, audible books, and podcasts were not yet on the horizon, the prediction was that communication was primarily spoken
whether between live participants or with animated characters.

Traveling from this 30-year-old prediction of the future to today, written language might still be in jeopardy. English no longer
has to be the dominant language, so English will no longer be necessary for successfully navigating the international world. Huge
increases in computational power and wireless communication with small portable devices, efficient algorithms in speech synthesis,
spoken language recognition, and language translation are currently available for many languages and many more around the
corner (Google Read Along is currently available in 180 countries and supports 9 languages). Given this technology, real-time trans-
lation will allow access to any language, so one only requires their family’s language learned from birth.

Spoken language might again gain prominence after just a few centuries of text dominance since the invention of the printing
press. Being lost in a book or going to that special place with text may have a shorter lifespan than currently anticipated. As observed
by Farhad Manjoo, “Yet there are just as many books that achieve a resonance via the spoken word that their text alone cannot fully
deliver” (Manjoo, 2021). The narrator can add life to the writing and capture what Jaynes (1976) described as the voice capturing, or
even kidnapping the listener’s attention. As technology advances, the audio book will continue to be embellished creating sound
effects, surround sound, and features yet to be imagined. For memoirs, your favorite celebrities, and stand-up comedians, the likely
choice would be to listen (and perhaps watch if possible). In 2019, almost one in four Americans listened to an audiobook in the
previous year, only slightly less than the number who read an electronic book (Reading or Listening to Books, 2022). In his dysto-
pian novel of the future, not anticipating advances in speech technology. Neal Stephenson’s Diamond Age (1995) found an essen-
tial role for live narrators of texts (called ractors) in contrast to the many technological advances in his multiverse.

For many of us, an illiterate society is a sobering thought. There must exist convincing reasons that written language has a role to
play in the future. As one possible reason would be efficiency: we read at least twice the rate as we utter and hear spoken language.
But many of us have already learned that various audio and video applications have options to speed up (or slow down) the play-
back rate. Text-to-speech can be easily understood at much faster than normal, rates comparable to skilled silent reading. Podcasts
(now in the millions) might be predicting the future. Yes, texting is pervasive but many texters use speech recognition to send these
messages, and speech could be used to understand them. We can expect to have a technology translating adumbrated texts to
coherent speech, ensuring spoken language its dominance. We think of text demanding much less memory storage but given
advances in spoken language technology, the electronic footprint of text to speech can be reduced to be more similar to text.

Understanding tables, graphs and equations will demand some written form. As Manjoo (2021) observed, “I have also
had trouble listening to dense, especially technical books.” Written language won't disappear but for many, spoken commu-
nication will be preferred. We might fall back on print when the material is dense and complex, and simply to take a break
from a voice that may be commanding more obedience than we are willing to fork over. But we predict the voice (even if it is
synthetic) will carry the day. We know also that the real voice coming from the body will have a game-winning advantage,
conveying emotion from multiple sensors including heartrate, sweat glands, and facial expressions that are lost in print. The
voice will have a multimodal advantage, when it is in YouTube video guides of information to solve the most esoteric chal-
lenge. With one giant leap beyond virtual and augmented displays, an AI implant will connect us with what we need now
because it is in constant communication with our own hardware. We are, however, humble in knowing how many predic-
tions go awry.

International Encyclopedia of Education, Fourth Edition, 2023, 529-542



Artificial intelligence in literacy 539

Our private reading might be preempted by listening, but we won't want to sacrifice reading aloud to our children. This became
particularly poignant when we observed the richer language our preschoolers experience in picture books relative to CDS and TV
Media (Massaro, 2015; Williams et al., 2022). To preserve this tradition, the pictures in picture books can exist as they do now or
they can be presented on screens. Since it is unlikely that we will memorize the many stories, the caregiver could listen along with
the child or would have to somehow shadow the audio book while reading it to the child. But the caregivers could listen along with
the child, embellishing the story in a variety of ways as they see appropriate. Thus, although listened to rather than read, picture
books will continue to enrich our toddlers” brain with the richness of formal language.

A potential danger is that dominance of spoken language might lower the quality of our stories. That is, we know writing is
mostly rewriting following Nabokov's prescription that reading is re-reading and this dictum might fail to impress the spoken
language storyteller that scripting is re-scripting. Books will not have the formal language we value if the author doesn’t have the
opportunity to embellish and revise their drafts. With the expected advancement of controls over spoken language, the author could
choose to stick with the spoken medium (especially if she is illiterate). The first generation experiencing the impending demise of
written language will stick with writing even though the majority of “readers” will be listeners.

Sudowriters

After cautioning storytellers about Al's impending demise of written language, it might seem ironic to question whether Al could aid
in our storytelling. To sample what Al might contribute, we input our initial first draft sentence in a just discovered Al writing appli-
cation Sudowrite (2022).

The intersection of Artificial Intelligence (AI) and Literacy should certainly be a show stopper for the casual reader.

Sudowrite is powered by (and we mean powered by) a supercomputer with 285,000 processors to learn from the existing multi-
verse of content using, of course, a multilayered neural network. Given a single topic sentence, it spits out some additional text cor-
responding to a variety of genres that include our senses and various metaphoric domains. Here's what we were able to select from
Sudowrite’s output delivered more or less instantaneously to our seedling first sentence.

One of the most advanced pieces of technology in existence, artificial intelligence has evolved to reach comprehension for both spoken and written
language. It is now able to understand simple questions, like “what is the definition of the word ‘cat'?”, and can tell you what it is, or anything else you'd
ask of it.

This technology is still in its infancy, but artificial intelligence is quickly improving. More and more, it's becoming more engrained into our daily lives.

The Al's purpose is to read things, but it is not a physical piece of machinery. Despite being made of machinery, it has no physical form.

The concept of Artificial Intelligence is that, if you have enough information, you can teach it to learn. Eventually, you will have an intelligence that is
more sophisticated than humans. At the moment, artificial intelligence is still in its infancy, but it's quickly becoming more common.

Although the program expects multiple iterations of feeding each output back to Sudowrite, we stopped here. Our gracefully
extended deadline became hard and it was somewhat aerie to include Sudowrite as a co-author.

Challenges to Al’s role in literacy
Limitations in embodying us

Should we expect a social robot to embody all of the unique characteristics of live tutors anytime soon? Some are optimistic that this
goal is within reach (Kurzweil, 2021), whereas others resound a strong negation (Moore, 2016). Linguistic exchanges create a milieu
of anxiety shared by both parties, and we are uncertain how to embody this characteristic into robots (Rowe, 2020). Reducing this
anxiety during exchanges in conversations and even narratives is married to rewards. A non-linguistic example involves the little hit
of dopamine that the infant receives when she wiggles her foot to jiggle the overhead happy birds mobile. Similarly, an interlocutor
thrives on resolving uncertainty in the conversational exchange (Ramscar and Port, 2015, 2016).

However, we can expect that an artificial tutor who only approximates embodiment of a human tutor to be effective in guiding
the child or student to learn both language and new knowledge. Can an Al companion ever achieve the linguistic and cognitive
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capacities that humans find so natural? Christiansen and Chater (2022) make a strong case that humans are unique in pursuing an
iterative language game in which utterances take on meaning whereas Al systems are nothing more that mindless fact-collecting
automata that don’t have an inkling of what's up. Moore (2016) argues that improvements in speech (and animation/robotics)
technologies can outpace a social robot’s cognitive and linguistic capacities. This “uncanny valley” would dismantle productive
interactions because participants would overestimate the social robot’s capability. Humans are fairly robust interlocutors, however,
and we might be well-equipped to converse productively with unequal partners. Real life successful examples include interlocutors
with language and cultural differences, as well as children, chimpanzees, and dogs. Children are also successful in conversations
with single word utterances (Herr-Israel and McCune, 2011; Massaro, 2020). The infamous chimpanzee Nim convinced his care-
givers that they were productively conversing even while they were implicitly cuing him for appropriate replies (Massaro, 2020).

Although we are both predicting the future, one of us might actually be correct. As evidence for his pessimism, Moore in 2016
claimed that intelligent assistants, such as Siri, were not very popular but the demographics have changed significantly—another
instance in which it is difficult to predict the future. As we write this, Siri receives about a billion questions a week; in 2016 Alexa
had only 130 interactive skills but now the number is well above 100,000; Google’s Home assistant is also popular and of course
many people google search by voice and often receive voice replies or links to spoken and video answers. It's expected that over half
of the US households have or will soon have smart devices that allow human-machine dialogs via voice. We might also expect that
these devices will become more embodied, with virtual agents or even a physical robotic presence such as the intriguing applications
of Furhat (2021).

We can expect that virtual tutors rather than physically-present robots would be prevalent because sensory motor interactions are
much easier to program virtually than in actual physical substance. Successful interactions between humans and machines have
certainly increased dramatically in the last few years, with no sign of diminishing. We find it more than natural to address Siri
or Alexa with a plethora of questions, for example. Also, there is active research and applications extending human-robot interac-
tions to be embodied (Furhat, 2021). As social robots incorporate multisensory perception and action, we can expect much more
rewarding dialogs and outcomes.

Retrospective

Artificial Intelligence and Literacy is expected to continue to provide a synergistic partnership in both reading instruction, reading,
and access to written sources spanning the range of human knowledge. Improved machine learning algorithms, technical advances,
and computational speed and efficiency are responsible for these impressive developments. Surprisingly for one of the authors was
the realization that speech science was the primary Al contributing to this progress. Cognitive Science tended to partition research in
separate speech and reading bins, and most research adhered to this separation. Much earlier, St. Augustine might have noticed the
tight relationship between spoken and written language when he was surprised observing his mentor, St. Ambrose, reading silently
without moving his lips (Manguel, 1996). Bochner and Bochner (2009) make a strong case against print alone accessing, acquiring,
and utilizing linguistic input, based on deaf individuals learning to read (see also Lichtenstein, 1998; Yang, 2008). Some phono-
logical source is needed which is most easily obtained via hearing. Other sources such as visible speech and touch from the face, and
cued speech with the hands can help but appear to fall short of audible speech.

One reason that reading may have an advantage over listening is that since writing elicits that little voice in your head, it has two
sources of information relative to just one. Utilizing multiple sources of sensory and contextual information in language processing
has been a hallmark of recent theories (e.g., Massaro, 1998). Having speech, even if it's internal, as well as the written word on the
page, anchors the language processor in more elaborate constraints than either modality alone (There are also rare instances of
synesthesia in which speech can elicit written text, as in the mnemonist studied by Luria (1968, 1987). Writing also reduces
language change which might be somewhat problematical in a speech limited metaverse.

For reading instruction, Al can automate reading experiences that can combine instruction and assessment in a seamless manner.
Al can also optimize what the child is reading in terms of reading difficulty and important content to be learned. Assessment can
also be made more ecologically valid and engaging by creative forms of integrated testing during reading. Al also can easily embody
a reading tutor to help maintain the student’s interest in reading and learning. With individually guided tutoring, reading to learn
curricula can exploit the knowledge that has been organized and consolidated in various domains.
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