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Given the finding that retrieval practice improves memory, it is frequently suggested that students test themselves while studying. This study examined whether participants benefit from testing if they create and use their own test questions. In Experiment 1, participants read passages, generated questions about the passages, and then either answered their questions as they created them (the procedure used in previous studies) or after a delay. In Experiments 2 and 3, participants either generated questions and answered them after a delay (i.e., self-testing), answered experimenter-provided questions, or reread the passages before taking a final test administered shortly after learning or following a 2-day delay. The experiments found no benefits of answering one’s own questions after a delay. In fact, those who self-tested tended to have worse performance on a final assessment of learning than the other learning conditions. Exploratory analyses suggested that participants’ questions often did not target material that was on the later criterion test, which may explain why self-testing was not beneficial. The present study suggests that testing may not benefit learning if students create their own test questions.

Public Significance Statement

Although practice testing is an effective learning strategy, we found that testing by creating and answering one’s own review questions (i.e., self-testing) was not beneficial to learning. In the study, self-testing did not lead to better performance on a final test over studied passages compared to answering provided review questions or rereading the passages.
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The testing effect (i.e., the finding that retrieving information from memory improves memory for that information) has been well-established by previous research with a variety of materials (see H. L. Roediger & Karpicke, 2006a; Rowland, 2014, for reviews). Accordingly, many researchers suggest that students test themselves while studying (e.g., Adesope et al., 2017; Rhodes et al., 2020; Roediger, Putnam, et al., 2011; Yang et al., 2021). In most past studies on the testing effect, participants are given prompts or practice test questions. Within genuine educational settings, however, students are not always provided with practice
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Testing one’s memory via practice questions or quizzing is a powerful strategy to boost learning and memory of course materials. Therefore, it is often recommended to students that they test themselves while studying. In educational settings, students may write their own practice questions if none are provided. However, few scientific studies have examined which practice testing is beneficial if students write and answer their own practice questions. We explored this question in the present study. In three experiments, college students read short passages covering scientific topics. They then completed one of four study strategies: (a) writing their own questions and the answer to those questions at the same time, (b) writing their own questions and then answering those questions later from memory, (c) answering provided questions, or (d) rereading the passages. Answering one’s own questions from memory was less beneficial to later memory of the passages than answering provided questions or rereading. This suggests that testing may not be beneficial in every situation, and instructors should supplement calls for students to test themselves with materials for students to use for self-testing. Neither the study design/hypotheses nor the analytic plan were preregistered. Project materials, data, and supplementary analyses are available on the Open Science Framework at https://osf.io/4chs3/?view_only=edf6ee5678f04377b827af6e0ecdf8a09280 (Myers et al., 2023).
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test materials (e.g., review questions, quizzes). Under these circumstances, students might craft their own test questions for retrieval practice (i.e., self-testing), but it is unclear whether testing benefits would still be observed. Past research on self-testing (e.g., Baie et al., 2019; Denner & Rickards, 1987; Owens, 1976; Weinstein et al., 2010) has found mixed results and, importantly, has not incorporated opportunities for engaging fully in retrieval practice to answer those questions. Thus, this study examined whether students benefit from self-testing when self-testing involves both generation and retrieval practice.

**Effective Learning Strategies Within Self-Testing**

Self-testing allows for the combination of several different learning strategies that have been shown to be effective (see Dunlosky et al., 2013; Rhodes et al., 2020, for a review of effective learning strategies). For example, creating questions incorporates elaboration (e.g., Dornisch et al., 2011), summarizing (e.g., Friend, 2000), and an opportunity for generation. The generation effect is the finding that retention is superior when participants produce material themselves compared to merely viewing the material (see Mulligan & Lozito, 2004, for a review). For example, words are more likely to be remembered on a subsequent test if they were initially generated from a fragment (e.g., “I ie d”) than if they were initially studied (e.g., “friend”; Slamecka & Graf, 1978; Watkins & Sechler, 1988).

Generation effects have been explored with educationally realistic materials as well. For example, some researchers have found that participants who generated headers for a passage learned the passage better than participants who were provided with headers (Brooks et al., 1983; Jonassen et al., 1986). Other research suggests that generating test questions, specifically, can enhance learning (see Song, 2016). For example, Kelley et al. (2019) required psychology students to generate multiple-choice questions for textbook chapters (although they did not answer these questions). Students performed better on a later exam if they wrote practice questions that targeted the same material, compared to exam questions about material not addressed in their review questions (see also Foos et al., 1994; Shakurnia et al., 2018).

In addition to generation, self-testing may also provide an opportunity for students to engage in retrieval practice by attempting to answer their generated questions from memory, another effective learning strategy (H. L. Roediger & Karpicke, 2006a). Many studies have demonstrated that retrieving information from memory improves later memory for that material compared to restudying. In a meta-analysis of these studies, Rowland (2014) estimated an overall benefit of testing over restudying of $g = 0.50$ (see also Adesope et al., 2017). The benefits of testing have also been documented with educationally relevant materials, including foreign language vocabulary (Carrier & Pashler, 1992), online videos (Butler & Roediger, 2007), and classroom quizzes (e.g., Carpenter et al., 2009; H. L. Roediger, Agarwal, et al., 2011; see Sotola & Crede, 2021; Trumbo et al., 2021; Yang et al., 2021, for reviews).

Self-testing may afford participants an opportunity for both generation activities (i.e., writing their own practice questions) and retrieval practice (i.e., answering those questions from memory). By allowing for both activities, learning benefits from self-testing could extend beyond those of either generation or retrieval practice alone. Roelle et al. (2022) noted how the cognitive processes involved in generation and retrieval should complement one another. Specifically, generation aids learners in developing an overarching mental representation and integrating new information into their prior knowledge (Fiorella & Mayer, 2016), while retrieval consolidates learned information and makes retrieved memories more durable (Karpicke, 2017). Because generation and retrieval practice increase learning through different cognitive processes, combining the two strategies via self-testing should allow learners to gain additive benefits from both. However, past studies on self-testing may have limited the potential benefits of using both generation and retrieval practice during self-testing.

**Past Findings on Self-Testing**

Most previous research on self-testing has focused on teaching students how to generate their own questions (see Rosenshine et al., 1996, for a review). However, although advised to self-test (e.g., Adesope et al., 2017), students are typically not given training on how to construct test questions. Only a handful of studies have directly examined the benefits of self-testing without extensive training, and these studies have yielded conflicting results. Some research has found no difference between self-testing and rereading (Baie et al., 2019; Owens, 1976). Other studies find that generating questions is better than rereading (Denner & Rickards, 1987; Weinstein et al., 2010) and incurs similar benefits as answering provided questions (Dornisch et al., 2011; Weinstein et al., 2010). Still other research has reported that generating one’s own questions was more beneficial than being given questions (Davey & McBride, 1986; Foos et al., 1994).

Notably, for studies finding that self-testing was more beneficial than answering provided questions, additional benefits of self-testing were limited to questions that could be answered within one sentence of the studied passage (i.e., factual questions; Davey & McBride, 1986; Denner & Rickards, 1987) or test questions that targeted the same material as the self-generated questions (Foos et al., 1994). It seems that only with training on how to write questions do the benefits of self-testing generalize to conceptual final test (FT) questions (Bugg & McDaniel, 2012; Ebersbach et al., 2020).

In all, past work generally suggests that self-testing can be at least as beneficial as answering provided practice questions, particularly for factual information. However, an important methodological decision might have reduced the potential of self-testing as a learning strategy in these past studies. In all past self-testing studies, participants wrote questions and their corresponding answers at the same time. This would provide a generation activity but limit opportunities for retrieval practice (recalling information from memory). As one example, Weinstein et al. (2010) had participants read a passage and then complete one of three study strategies: generating questions and answers over the passage (their generate condition), answering provided questions about the passage (answer condition), or rereading the passage. Those in the generate and answer conditions had access to the passage while completing their practice strategy. Weinstein et al. (2010) argued that this procedure mimics a open-book test, which can still be beneficial to learning (Agarwal et al., 2008). Although this applies to those who answered provided questions, this methodology might have restricted potential learning benefits when answering self-generated questions. To elaborate, participants in the generate condition would...
have most likely reviewed the passage to choose an important topic, written a question, and then immediately answered it.  This would have reduced the opportunity to rely on one’s memory of the passage to answer questions. Therefore, participants in the answer condition had more of an opportunity to attempt retrieval (or at least searching through the passage) than those in the generate condition.

Interestingly, in Weinstein et al.’s (2010) study, those in the answer and generate condition performed similarly on a final test, and both outperformed the rereading condition. However, using the reasoning explained previously, those who answered provided questions most likely benefited from retrieval practice to a greater extent than those who generated questions. In contrast, those in the generation group most likely benefited more from the generation activity than those given questions. If those who generated questions had a delay before answering their questions (without the passage), this would presumably allow self-testing to involve not only generation but full engagement in retrieval practice. Indeed, several studies have shown that delaying an initial test (i.e., increasing the time between initial exposure to material and a practice test) increases the benefit of testing compared to taking a test soon after studying (Jacoby, 1978; Rawson et al., 2015; Whitten & Bjork, 1977; see also Kornell et al., 2011). In the present study, one goal was to determine whether adding a delay between having students write their own questions and answering those questions (and requiring them to answer their questions from memory) would allow self-testing to become more beneficial than answering provided questions.

Many prior self-testing studies also incorporated a practice phase whereby participants read a practice passage and answered experimenter-provided questions (e.g., Bugg & McDaniel, 2012; Weinstein et al., 2010). Participants were then told that they should generate questions like those they answered in the practice phase. This practice and instructions might have influenced the types of questions that participants generated. Within classroom contexts, students are unlikely to receive training in generating test questions. Therefore, to mimic students’ real-world experiences as much as possible, we did not provide instructions on writing questions or sample questions for participants to view. Given participants’ freedom in creating questions, we explored whether certain qualities of their generated questions were associated with their performance on the final test.

The Present Study

The purpose of the present study was to demonstrate how self-testing could be more beneficial if students answered their generated questions after a delay (thus encouraging retrieval practice) rather than generating questions and answering at the same time (the procedure used in, e.g., Denner & Rickards, 1987; Weinstein et al., 2010). Experiment 1 sought to directly compare these two activities to one another (delayed answering vs. simultaneous answering), while Experiments 2 and 3 compared self-testing with delayed answering to other study strategies—answering experimenter-provided questions and rereading. Across the three experiments, we anticipated that full self-testing via generating questions and then answering them later from memory, would be superior to all comparison strategies.

Experiment 1

In Experiment 1, we investigated whether participants benefited more from self-testing if they answered their questions after a delay compared to generating questions and answers simultaneously. Participants initially read two passages, generated questions over each passage, answered their questions (immediately or after a delay), and then completed a final test. Based on findings that testing leads to larger benefits with a longer delay between study and initial test (Jacoby, 1978; Pyc & Rawson, 2009; Rawson et al., 2015; Whitten & Bjork, 1977), participants who answered their questions after a delay should perform better on the final test than participants who generated and answered questions simultaneously.

Method

Transparency and Openness

Materials. Because the passages and tests used in the present experiments were developed by another research group (Thiede et al., 2011), we have not made the materials publicly available.

Data and Analytic Methods. Data are available at https://osf.io/4chs3/?view_only=76aca8996e9e47f09e2da40e7347657a (Myers et al., 2023). Data were analyzed using JASP Version 0.11.1 (JASP Team, 2019) and R Version 1.1.414 (R Core Team, 2022). R code to reproduce the split-violin plots is available at https://osf.io/4chs3/?view_only=76aca8996e9e47f09e2da40e7347657a. However, analysis code was not available for this version of JASP.

Participants

Participants were 145 undergraduate students from Colorado State University (CSU) who participated in exchange for course credit. Twenty-three participants were removed from analyses due to not completing the experiment (n = 4), already seeing the passages (n = 7), or not following instructions (n = 12). Therefore, data from 122 participants (65 in delayed answering, 57 in simultaneous answering) were used in analyses. A sensitivity analysis using G*Power (Faul et al., 2007) indicated that this sample size was sufficient to detect an effect size of $d = .51$ in a two-tailed, between-groups test. Participants (40 men, 81 women, 1 nonbinary) were between 17 and 27 (M = 18.92, SD = 1.38) years old. Two participants did not provide their age.

Materials

We used two short passages about monetary policy (549 words) and ice ages (1,052 words), as well as the corresponding final tests, created by Thiede et al. (2011). The final tests comprised 10 multiple-choice questions (five factual and five conceptual) for each passage. Factual questions (e.g., How much of the earth is covered by glaciers during an ice age?) were defined as questions that could be answered using one sentence of the passage, whereas conceptual questions (e.g., What might the Fed do if it wants to affect the economy in a way that is similar to that of lowering income taxes?) required participants to integrate information across two or more sentences and/or make inferences beyond material covered in the passage. Questions were originally categorized as factual and conceptual by Thiede et al. (2011). However, based on the
definitions used in the present study, one factual question on the final test was rescored as conceptual for each passage, and one conceptual question for each passage was changed to factual. The experiment took place in Qualtrics and all experiments were approved by the institutional review board before data collection began.

**Procedure**

After providing consent and answering a demographic survey, participants were randomly assigned to either generate questions and write the answers simultaneously while having access to the passage (simultaneous answering condition) or to generate questions and answer them after a delay without the passage (delayed answering condition). See Figure 1 for a diagram of the procedure.

Participants alternated between Passages 1 and 2 for the different stages of the experiment. First, participants were given 5 min to read one of the passages (order of passages was counterbalanced). For the next 7 min, those in the delayed answering condition generated questions over the first passage while those in the simultaneous answering condition reread the passage. The participants then completed these same activities for Passage 2. After that, participants returned to Passage 1 for additional activities. Specifically, those in the delayed answering condition saw their generated questions for 7 min and attempted to answer them from memory, without access to the passage. During these 7 min, the simultaneous answering condition saw Passage 1 again and was asked to type in questions and answers over the passage. Then, both groups were provided the passages, their questions, and answers over Passage 1 and were given 5 min to self-score their questions using the passage. This served as an opportunity for feedback (Agarwal et al., 2008). They were asked to type “C” for each question they believe they answered correctly and “I” for each question they believe they answered incorrectly. The participants then completed these activities (generating/answering questions and self-scoring) for Passage 2.

When generating questions over the passages, all participants were given the following instructions:

You will create your own questions about the passage you just read. Think of this task as if you are creating a quiz to help you prepare for an upcoming exam over the passage.

Participants were only given a blank textbox on the screen to type in their questions. They received no instructions regarding how many or the types of questions (multiple choice or short answer, factual or conceptual, etc.) to write. Participants were also encouraged to guess if they did not know the answer to a question.

After completing these learning activities over the two passages, participants were told that they would take a multiple-choice test on each passage. To assess students’ own interpretations of their learning, they were asked to predict how many of the 10 final test questions they would answer correctly for each passage (providing a global judgment of learning [JOL]).

After completing a 3-min distraction phase of solving math problems, participants received a final test over the first passage they read. All participants then completed a final test over the second passage. Questions were presented in a unique random order for each participant and the final tests were self-paced. Because the passages have been used in other experiments at the university, participants were also asked if they had seen these passages before. Participants were then debriefed and released.

**Results**

We employed both frequentist and Bayesian methods to analyze the data. Analyses include the corresponding $p$ value, a standardized effect size measure (Cohen’s $d$ or $r^2$), and the Bayes factor ($BF_{10}$). Bayes factors are a ratio of the likelihood of the provided data given the alternative hypothesis (i.e., a difference between conditions) to the likelihood of the data given the null hypothesis (i.e., no difference between conditions). A Bayes factor of 1 means that the data are equally likely under the alternative and null hypotheses. Unlike null hypothesis significance testing, Bayes factors can also indicate that the null hypothesis is more probable than the alternative hypothesis (i.e., when $BF_{10} < 1$) and is reported as the reciprocal ratio, denoted as $BF_{01}$. Following suggestions from Rouder et al. (2009), we used the Jeffreys-Zellner-Siow prior to calculate Bayes factors because it requires the fewest assumptions about the range of the true effect size.

In addition to reporting multiple analysis metrics, we also formed our data analysis plan based on the questions we were interested and interpret results more qualitatively instead of setting only a $p$-value criterion. Because one of our research questions involved how self-testing impacted factual and conceptual questions differently (as prior studies had found differences based on type of question; Bugg & McDaniel, 2012; Denner & Rickards, 1987), we added type of final test question as a second variable in addition to study strategy. In addition, we planned to run follow-up $t$ tests even if the Strategy × Type of Question interaction was not statistically significant ($p < .05$).

**Judgments of Learning**

Analyses of participants’ JOLs and calibration are provided in the supplementary analyses at https://osf.io/4chs3/?view_only=76aca8996e9c47f09e2da40e7347657a. Participants tended to be under-confident in their performance, and predictions did not differ between the two study strategies.

**Passage and Order Effects**

See https://osf.io/4chs3/?view_only=76aca8996e9c47f09e2da40e7347657a for full analyses. In all experiments, factual monetary policy questions were easier than factual ice age questions, whereas conceptual ice age questions were easier than conceptual monetary policy questions. Minimal differences were found based on the order that passages were read.

**Final Test Performance**

Figure 2 presents the average final test performance for the simultaneous and delayed answering conditions. Because some previous self-testing studies have shown differences between conceptual and factual questions (e.g., Bugg & McDaniel, 2012; Davey & McBride, 1986; Denner & Rickards, 1987; see also

---

1 Participants provided JOLs after completing the study activities for both passages. Thus, more time had elapsed between their study activities and JOL for the first passage than the second. This was corrected in Experiment 2.
Hausman & Rhodes, 2018), we separated analyses based on these two types of final test questions in the present study.

A 2 (strategy: simultaneous, delayed) × 2 (type of final test question: conceptual, factual) mixed-design analysis of variance (ANOVA) was conducted on final test performance, with strategy manipulated between participants and type of question manipulated within participants. Overall, participants answered more factual questions correctly ($M = 79.28, \text{SE} = 1.48$) than conceptual questions ($M = 58.92, \text{SE} = 1.41$), $F(1, 120) = 149.10, p < .001, \eta^2_p = .55, BF_{10} = 5.79 \times 10^{20}$. On average, final test performance for participants in the delayed answering ($M = 67.77, \text{SE} = 1.61$) and simultaneous answering ($M = 70.44, \text{SE} = 1.72$) conditions did not differ, with the Bayes factor indicating the null hypothesis was almost four times more likely than the alternative, $F(1, 120) = 1.28, p = .26, \eta^2_p = .01, BF_{01} = 3.95$. The interaction did not reach conventional significance, and the Bayes factor indicated the null and alternative hypotheses were equally likely, $F(1, 120) = 3.18, p = .07, \eta^2_p = .03, BF_{01} = 1.20$. Planned comparisons were still conducted to compare performance between the two study strategies for factual and conceptual questions separately. Following recommendations from Wickens and Keppel (2004), we did not adjust the $\alpha$ level from 0.05 because these were planned tests.

Although participants in the simultaneous answering condition slightly outperformed those in the delayed answering condition for factual questions, the difference was not significant, and the Bayes factor indicated the null and alternative hypotheses were equally likely, $t(120) = 1.90, p = .06, d = 0.35, BF_{01} = 1.01$. For conceptual questions, those in the simultaneous and delayed answering conditions did not differ, $t(120) = 0.11, p = .91, d = 0.02, BF_{01} = 5.15$.

### Analysis of Generated Questions

With minimal instructions, participants were given the freedom to create questions in whatever manner they wished. To further explore which factors might make self-testing more beneficial, we categorized several dimensions of generated questions. Most students wrote short-answer questions with only a few multiple-choice and true/false questions generated, so we did not consider the question format. However, there was considerable variation in whether questions were conceptual (C) or factual (F) and for whether the question targeted the same information as a final test question (on final test) or not (not on final test; see Table 1 for example), so we used these as metrics of variability. Participants’ accuracy (i.e., whether they answered each of their generated question correctly) was also assessed. A group of scorers rated each generated question on these parameters. See Table 2 for a summary of these measures.

Scorers were trained via descriptive criteria for each score, several practice scoring activities with explanation feedback, and a 10-question test to verify that they scored at least 85% of the sample questions correctly. To assess interrater reliabilities (IRRs) between the two initial scorers, we used Krippendorff’s $\alpha$ (Krippendorff, 2014).

---

2 A sample of students’ generated questions can be viewed at https://osf.io/4chs3/?view_only=76aca8996e9c47f09e2da40e7347e57a.
Two scorers scored each question, but it was not the same two scorers for every question. Accordingly, we did not use a fully crossed design (Hallgren, 2012), making Krippendorff’s $\alpha$ a more appropriate metric (Hayes & Krippendorff, 2007; Krippendorff, 1970). IRRs were lower than desired and outside Krippendorff’s (2009) acceptable range of 0.67 (C/F: $\alpha = .43$, on final test/not on final test: $\alpha = .66$, accuracy: $\alpha = .59$). Because reliabilities were lower than desired, all questions were scored by two scorers, and controversies were settled by a third scorer. Krippendorff also acknowledged that these were conservative cutoffs and recognized that acceptable IRR estimates will vary depending on the research question (Krippendorff, 2018; see Hallgren, 2012). Because our analyses were exploratory and were used to understand why self-testing might not have been beneficial (a finding we did not anticipate), we still report findings even though IRRs were low. However, analyses based on the quality of generated questions should be considered exploratory, and conclusions should be taken as tentative. Further, given that we did not manipulate the number of questions or the content of questions, the analyses that follow are correlational and do not identify a causal relationship.

Differences Between Delayed and Simultaneous Answering Conditions. Participants in the delayed answering condition, on average, created more questions than participants in the simultaneous answering condition, $t(120) = 5.33, p < .001, d = 0.97, BF_{10} = 2.88 \times 10^4$. This was expected since those in the delayed answering condition had 7 min to create questions and 7 min to answer those questions, whereas those in the simultaneous answering condition only had 7 min to both create and answer questions. The two conditions did not differ in the percentage of factual questions, $t(120) = 1.57, p = .12, d = 0.30, BF_{10} = 1.70$, or questions that targeted final test material, $t(120) = 1.39, p = .16, d = 0.25, BF_{10} = 2.16$. Although both conditions answered a majority of their questions correctly, those in the simultaneous answering condition were more accurate than those in the delayed answering condition, $t(120) = 3.39, p < .001, d = 0.62, BF_{10} = 30.33$. This was also expected because only participants in the simultaneous answering condition had access to the passage while answering their questions.

Exploratory Regressions. Linear regressions were also conducted to determine whether different characteristics of the generated questions predicted final test performance. Because the two study strategy conditions used different procedures, analyses were run separately for each condition. Final test performance (collapsed across factual and conceptual final test questions) was regressed on the number of questions created, percentage of created questions that were factual (percent factual) and that targeted final test material (percent on final test), and accuracy of answers to created questions. Table 3 presents the unstandardized ($b$) and standardized ($\beta$) regression coefficients, standard error (SE), $p$ value ($p$), and Bayes factor ($BF_{10}$) for each model. In the delayed answering condition, the percent of created questions that overlapped with final test material significantly predicted final test performance while controlling for the other factors, such that a 1 percentage-point increase in questions that targeted final test material was associated with a 0.28 percentage-point increase in final test performance. The number of questions created also predicted final test performance, such that creating one additional
Table 1
Sample of Participants’ Generated Questions That Were Considered “Overlapping” and the Corresponding Final Test Question

<table>
<thead>
<tr>
<th>Generated question</th>
<th>Generated answer</th>
<th>Final test question</th>
<th>Final test answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C) What are three variables that determine how much the sun’s rays will affect the earth’s temperature?</td>
<td>Distance from sun to earth, angle of sun’s rays hitting earth, and earth’s axis tilt</td>
<td>(C) What can cause less solar radiation to reach earth?</td>
<td>The earth’s tilt</td>
</tr>
<tr>
<td>(C) What is an Ice Age and when was the last known Ice Age?</td>
<td>An ice age is when about a third of the earth is covered with ice and snow; the last known one was over 10,000 years ago.</td>
<td>(F) How much of the earth is covered by glaciers during an ice age?</td>
<td>About a third</td>
</tr>
<tr>
<td>(C) What is the purpose of a monetary policy?</td>
<td>A monetary policy overlooks the amount of money in the banks reserve and try to keep it fitting for the current state of the economy</td>
<td>(F) Which of the following does monetary policy affect?</td>
<td>The amount of money circulating in the economy</td>
</tr>
<tr>
<td>(C) How does inflation happen?</td>
<td>When people are buying more than there is product</td>
<td>(C) Which of the following is a cause of inflation?</td>
<td>Production cannot keep up with consumer demand</td>
</tr>
</tbody>
</table>

Note. (C) = the question is conceptual; (F) = the question is factual.

question was associated with a 1.5 percentage-point increase in final test performance. Percentage of factual questions and accuracy did not significantly predict final test performance. For those in the simultaneous answering condition, no individual factors significantly predicted final test performance.

Final Test Performance on Overlapping Questions. Writing practice questions that targeted the same material as a final test question was a significant predictor for participants in the delayed answering condition. To further explore this finding, we used a conditional analysis to examine how participants performed on final test questions that were targeted in their practice questions (overlap) versus performance on final test questions that were not addressed in practice questions (no overlap). A 2 (strategy: delayed, simultaneous) × 2 (final test question: overlap, no overlap) mixed-design ANOVA indicated that participants answered more overlapping questions correctly on the final test (M = 87.31, SE = 1.50) than nonoverlapping questions (M = 64.47, SE = 1.50), F(1, 117) = 138.49, p < .001, n^2 = .33, BF_{10} = 5.79 × 10^{20}. A lack of an interaction, F(1, 117) = 0.40, p = .53, n^2 < .01, BF_{10} = 1.20, suggests that this was true for both the delayed and simultaneous answering conditions, although the Bayes factor indicated the null and alternative hypotheses were equally likely. Thus, performance was better on final test questions that were also addressed in practice questions, suggesting that targeting final test materials during practice makes self-testing more beneficial.

Most other experiments on retrieval practice examine the benefits of testing when initial and final test questions are identical or target the same material, what we refer to as overlapping questions (e.g., Hinze & Wiley, 2011; McDaniel et al., 2013; see Pan & Rickard, 2018). Therefore, we also isolated accuracy on only final test questions that overlapped with participants’ created questions to determine whether traditional testing effects (i.e., where practice and final test questions overlap) differed between our conditions. Those in the delayed answering (M = 84.84, SD = 19.76) and simultaneous answering conditions (M = 89.95, SD = 16.34) did not significantly differ in performance on overlapping final test questions, t(117) = 1.53, p = .13, d = 0.28, BF_{10} = 1.79.

Discussion
Contrary to our hypotheses, final test performance was largely equivalent between those who answered their generated questions

Table 2
Summary of Measures Regarding Participants’ Generated Questions

<table>
<thead>
<tr>
<th>Strategy</th>
<th>No. of questions/passage</th>
<th>Percent factual</th>
<th>Percent conceptual</th>
<th>Percent on FT</th>
<th>Percent not on FT</th>
<th>Percent correct</th>
<th>Percent incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed</td>
<td>6.95 (2.48)</td>
<td>57.6% (23.6%)</td>
<td>42.4% (23.6%)</td>
<td>35.2% (15.4%)</td>
<td>64.8% (15.4%)</td>
<td>84.2% (16.8%)</td>
<td>15.8% (16.8%)</td>
</tr>
<tr>
<td>Simultaneous</td>
<td>4.88 (1.67)</td>
<td>64.5% (25.0%)</td>
<td>35.5% (25.0%)</td>
<td>38.8% (12.1%)</td>
<td>61.2% (12.1%)</td>
<td>93.0% (10.1%)</td>
<td>7.0% (10.1%)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-test</td>
<td>7.05 (2.59)</td>
<td>55.9% (23.2%)</td>
<td>44.1% (23.2%)</td>
<td>26.3% (13.8%)</td>
<td>73.7% (13.8%)</td>
<td>82.6% (15.9%)</td>
<td>17.4% (15.9%)</td>
</tr>
<tr>
<td>Answer</td>
<td>8.00 (0.00)</td>
<td>50.0% (0.00)</td>
<td>50.0% (0.00)</td>
<td>50.0% (0.00)</td>
<td>50.0% (0.00)</td>
<td>67.3% (15.9%)</td>
<td>32.7% (15.9%)</td>
</tr>
<tr>
<td>Experiment 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-test</td>
<td>7.01 (2.45)</td>
<td>65.1% (21.7%)</td>
<td>34.9% (21.7%)</td>
<td>36.0% (15.4%)</td>
<td>64.0% (15.4%)</td>
<td>78.6% (17.9%)</td>
<td>21.4% (17.9%)</td>
</tr>
<tr>
<td>Answer</td>
<td>8.00 (0.00)</td>
<td>50.0% (0.00)</td>
<td>50.0% (0.00)</td>
<td>50.0% (0.00)</td>
<td>50.0% (0.00)</td>
<td>73.2% (20.2%)</td>
<td>26.8% (20.2%)</td>
</tr>
</tbody>
</table>

Note. No. of questions/passage = average number of questions per passage participants generated; Percent factual = percentage of factual questions generated; Percent conceptual = percent of conceptual questions generated; calculated as 100 – percent factual. Percent on FT = percentage of questions that targeted material on the final test; Percent not on FT = percentage of questions that did not target material on the final test; calculated as 100 – percent on FT. Percent correct/Percent incorrect = percentage of questions answered correctly and incorrectly (100 – percent correct). Please also note that the questions provided by the experimenter in the answer condition were created so that 50% were factual and 50% targeted material on the final test. Standard deviations are in parentheses. FT = final test.
Table 3
Linear Regressions of Final Test Performance Regressed on Number of Questions Generated, Percentage of Questions That Were Factual and That Targeted Materials on the Final Test, and Accuracy in Answering Questions

<table>
<thead>
<tr>
<th>Variable</th>
<th>B</th>
<th>β</th>
<th>SE</th>
<th>p</th>
<th>BF10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1—delayed (R² = 0.21, p = .006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of questions</td>
<td>1.47</td>
<td>0.27</td>
<td>0.65</td>
<td>.03</td>
<td>3.13</td>
</tr>
<tr>
<td>Percent factual</td>
<td>−0.04</td>
<td>−0.06</td>
<td>0.07</td>
<td>.60</td>
<td>.42</td>
</tr>
<tr>
<td>Percent on FT</td>
<td>0.28</td>
<td>0.32</td>
<td>0.11</td>
<td>.01</td>
<td>5.29</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.14</td>
<td>0.17</td>
<td>0.10</td>
<td>.17</td>
<td>0.86</td>
</tr>
<tr>
<td>Exp. 1—simultaneous (R² = 0.39, p = .08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of questions</td>
<td>0.98</td>
<td>0.13</td>
<td>1.01</td>
<td>.34</td>
<td>0.63</td>
</tr>
<tr>
<td>Percent factual</td>
<td>−0.13</td>
<td>−0.26</td>
<td>0.07</td>
<td>.07</td>
<td>1.71</td>
</tr>
<tr>
<td>Percent on FT</td>
<td>0.22</td>
<td>0.22</td>
<td>0.14</td>
<td>.12</td>
<td>1.21</td>
</tr>
<tr>
<td>Accuracy</td>
<td>−0.25</td>
<td>−0.22</td>
<td>0.15</td>
<td>.11</td>
<td>1.23</td>
</tr>
<tr>
<td>Exp. 2—self-test (R² = 0.35, p &lt; .001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of questions</td>
<td>1.42</td>
<td>0.25</td>
<td>0.58</td>
<td>.02</td>
<td>3.80</td>
</tr>
<tr>
<td>Percent factual</td>
<td>−0.09</td>
<td>−0.14</td>
<td>0.07</td>
<td>.17</td>
<td>0.70</td>
</tr>
<tr>
<td>Percent on FT</td>
<td>0.43</td>
<td>0.41</td>
<td>0.12</td>
<td>&lt;.01</td>
<td>46.12</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.18</td>
<td>0.19</td>
<td>0.11</td>
<td>.12</td>
<td>0.92</td>
</tr>
<tr>
<td>Exp. 3—self-test (R² = 0.58, p &lt; .001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of questions</td>
<td>2.05</td>
<td>0.30</td>
<td>0.58</td>
<td>&lt;.01</td>
<td>43.70</td>
</tr>
<tr>
<td>Percent factual</td>
<td>−0.09</td>
<td>−0.12</td>
<td>0.07</td>
<td>.17</td>
<td>0.61</td>
</tr>
<tr>
<td>Percent on FT</td>
<td>−0.02</td>
<td>−0.02</td>
<td>0.12</td>
<td>.85</td>
<td>0.25</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.52</td>
<td>0.56</td>
<td>0.11</td>
<td>&lt;.001</td>
<td>7.11 \times 10^4</td>
</tr>
</tbody>
</table>

Note. Bold = significant (p < .05). Note that BF10’s < 1 provide more support for the null hypothesis. Exp 1 = Experiment 1; Exp 2 = Experiment 2; Exp 3 = Experiment 3; SE = standard error; BF = Bayes factor; FT = final test.

Experiment 2

Experiment 2 sought to determine how generating questions and answering them after a delay (i.e., self-testing) would impact delayed answering condition compared to two other study strategies—answering provided questions and rereading. Although a delay between generating and answering questions did not lead to added benefits of self-testing in Experiment 1, including the delayed self-testing condition in Experiment 2 allowed us to isolate the effects of self-testing by comparing retrieval practice with provided versus self-generated questions.

Experiment 2 therefore compared the three study strategies that were examined in Weinstein et al. (2010), but with an added delay between generating and answering questions for the self-testing condition. Unlike Weinstein et al. (2010), we expected self-testing to enhance learning more than answering experimenter-provided questions because the delay between creating and answering questions should require participants to rely on retrieval.

Method

Participants

Participants were 228 undergraduate students from CSU who completed the experiment in exchange for course credit. Twenty-six participants were removed from analyses because of not completing the experiment (n = 2) or having already seen the passages (n = 24). Data from 202 participants (68 in self-test, 66 in answer, 68 in reread) were used in analyses. A sensitivity analysis indicated that this sample size was sufficient to detect an effect size of f = .22 in a one-way ANOVA, assuming an α of .05, power of .80, and two-tailed test. Participants (79 men, 118 women, two nonbinary, one preferred not to say) were between 17 and 32 (M = 19.29, SD = 1.97) years old. Two participants’ demographic information was not recorded.

Materials

The passages and final tests were the same as in Experiment 1, again administered in Qualtrics. For the answer condition, we developed eight new short-answer questions to use as the experimenter-provided questions (e.g., How much of the earth’s land surface can be covered by glaciers during ice ages?). Four of these questions were conceptual, and four were factual. Two of each type of question targeted information that was on the final test and two targeted material that did not appear on the final test, although no initial and final questions were identical. Based on this design, 40% (four of the 10) of final test questions covered materials that were targeted in the provided questions.

Procedure

Figure 3 depicts the procedure. After providing consent and answering demographic questions, participants were randomly
assigned to either the self-test, answer, or reread condition. First, all participants were given 5 min to read one of the two passages. Then, participants in the self-test condition were given 7 min to generate questions about the passage using the same instructions from Experiment 1. To equate exposure time, participants in the answer and reread conditions reread the passage for 7 min. All participants then followed this same procedure for the second passage. Order of passages was counterbalanced across participants.

Next, both the self-test and answer conditions answered questions over the first passage for 7 min, which served as a practice test. The self-test condition answered their own questions, whereas the answer condition answered provided questions. During this stage, participants in the reread condition saw the experimenter-generated questions rewritten as statements (e.g., One third of the earth’s land surface can be covered by glaciers during ice ages.). After this stage, participants in the self-test and answer condition had 5 min to score their answers using the procedure described in Experiment 1. Participants in the reread condition reviewed the passage again for 5 min. Next, participants provided a global JOL, predicting how many of the ten final test questions over Passage 1 they would answer correctly. Participants then completed these procedures again for the second passage. Participants followed the same procedure as Experiment 1 for the distractor phase and final tests. Last, participants were asked if they had previously seen either of the study passages and then debriefed.

Results

Judgments of Learning

Participants tended to be underconfident, and metacognitive accuracy was similar between the three study conditions (see https://osf.io/4chs3/?view_only=76aca8996e9c47f09e2da40e7347657a).

Final Test Performance

A 3 (strategy: self-test, answer, reread) × 2 (type of final test question: conceptual, factual) mixed-design ANOVA was conducted on participants’ final test performance (see Figure 4). Participants answered more factual questions correctly (M = 77.41, SE = 1.20) than conceptual questions (M = 58.61, SE = 1.18), F(1, 199) = 194.93, p < .001, ηp² = .50, BF10 = 3.23 × 1028. The main effect of study strategy was also significant, and the Bayes factor indicated the alternative hypothesis was twice as likely as the null, F(2, 199) = 5.10, p = .01, ηp² = .05, BF10 = 2.22.

The Type of Question × Strategy interaction did not reach conventional significance, and the Bayes factor indicated the null hypothesis was twice as likely as the alternative, F(2, 199) = 2.64, p = .07, ηp² = .03, BF01 = 1.96. However, planned comparisons were conducted to compare performance between the study strategies for factual and conceptual questions separately. For factual questions, participants in the answer and reread conditions outperformed those in the self-test condition, t(132) = 3.13, p = .002, d = 0.54,
BF_{10} = 14.37 and t(134) = 3.00, p = .003, d = 0.51, BF_{10} = 10.17, respectively. The answer and reread conditions did not differ in factual performance, t(132) = 0.16, p = .87, d = 0.03, BF_{01} = 5.35. For conceptual questions, those in the answer condition did not differ from either the self-test, t(132) = 0.54, p = .59, d = 0.09, BF_{01} = 4.74, or reread conditions, t(132) = 1.37, p = .17, d = 0.24, BF_{01} = 2.31. Although the reread condition numerically outperformed the self-test condition on conceptual final test questions, this difference was not statistically significant, and the Bayes factor indicated both hypotheses were equally likely, t(134) = 1.75, p = .08, d = 0.30, BF_{01} = 1.36.

Analysis of Generated Questions

Questions generated by participants in the self-test condition were scored in the same manner as in Experiment 1. In addition, responses participants in the answer condition gave to experimenter-provided questions were scored as correct or incorrect. IRRs were low to moderate (C/F: α = .39, on final test/not on final test: α = .69, accuracy: α = .56 for self-test condition, α = .76 for answer condition). All questions were scored by two scorers, and controversies were settled by a third scorer.

Table 2 presents details about the types of questions generated and the accuracy of answering those questions. Similar to Experiment 1, a linear regression indicated that the percent of questions that targeted final test material predicted final test performance such that a 1 percentage-point increase in questions that targeted final test material was associated with a 0.43 percentage-point increase in final test performance. The number of questions generated also significantly predicted final test performance. Percent of factual questions and accuracy in answering self-generated questions did not significantly predict final test performance.

For those in the answer condition, answering more experimenter-generated questions correctly was associated with better performance on the final test (r = .63, p < .001). An independent-samples t test indicated that those in the self-test condition were significantly more accurate in answering their initial questions than those in the answer condition, t(132) = 5.07, p < .001, d = 0.88, BF_{10} = 1.09 × 10^4.

Final Test Performance on Overlapping Questions

We again examined participants’ accuracy on final test questions that were targeted in a practice question/statement compared to final test questions that were not reviewed during practice using a 3 (strategy: self-test, answer, reread) × 2 (final test question: overlap, no overlap) mixed-design ANOVA. Participants answered more overlapping questions correctly (M = 85.68, SE = 1.21) than nonoverlapping questions (M = 60.25, SE = 1.21), F(1, 194) = 314.28, p < .001, η_p^2 = .62, BF_{10} = 1.28 × 10^{43}. There was no interaction, F(2, 194) = 1.26, p = .29, η_p^2 = .01, BF_{01} = 6.11, suggesting practice questions or statements that overlapped with final test questions were more beneficial regardless of study condition. Performance did not differ between conditions when final test performance was restricted to only overlapping questions, F(2, 194) = 0.26, p = .77, η_p^2 = 0.003, BF_{01} = 15.27.

Discussion

Contrary to hypotheses, final test performance was poorest for participants who self-tested relative to those who answered provided questions or reread. Similar to Experiment 1, participants who
generated more questions and whose questions overlapped with final test material performed better on the final test.

**Experiment 3**

Self-testing was less effective than answering provided questions or rereading in Experiment 2. However, typical testing effects (i.e., an advantage for answering provided questions vs. rereading) were not detected in Experiment 2. One potential reason is that the final test was administered only a few minutes after the study activities. Given that testing effects may become more pronounced after longer delays (H. L. Roediger & Karpicke, 2006b; Rowland, 2014), participants in Experiment 3 took the final test 2 days after the study phase. This delay between initial study and the final test also better reflects educational scenarios wherein learning and assessment are usually separated by days or even weeks.

**Method**

**Participants**

Participants were 282 undergraduate students from CSU who completed the experiment for course credit. Fourteen participants were removed from analyses because they had already seen the passages (n = 13) or did not follow instructions (n = 1). Data from 268 participants (95 in self-test, 80 in answer, 93 in reread) were used in analyses. A sensitivity analysis indicated that this sample size was sufficient to detect an effect size of \( f = .19 \) in a one-way ANOVA. Participants (68 men, 183 women, one nonbinary) were between 17 and 45 (\( M = 18.96, SD = 2.31 \)) years old. Sixteen participants’ demographic information was not recorded.

**Procedure**

The procedure was the same as Experiment 2 (see Figure 3), except that participants completed the experiment in two parts. In the first portion, participants read the passages and completed the study activities of their corresponding conditions (i.e., generating and/or answering provided questions or reviewing passages). Then, participants were told that they would take a test on the passages in 2 days and were asked, for each passage, how many of the 10 questions they thought they would answer correctly. They then were dismissed from Part 1. Two days later, participants were sent a follow-up email with a Qualtrics link that led to the final test over the two passages (20 questions total).

**Results**

**Judgments of Learning**

Participants who reread tended to predict they would perform better than they actually did (i.e., were overconfident) and were more confident than those who self-tested and answered provided questions (see https://osf.io/4chs3/?view_only=76aca8996e9c47f09e2da40e7347657a).

**Final Test Performance**

See Figure 5 for final test performance. A 3 (strategy: self-test, answer, reread) \( \times \) 2 (type of final test question: conceptual, factual) mixed-design ANOVA indicated that participants answered more factual questions correctly (\( M = 70.54, SE = 1.22 \)) than conceptual questions (\( M = 55.99, SE = 1.22 \)), \( F(1, 265) = 134.82, p < .001, \eta^2_p = .12, BF_{10} = 4.06 \times 10^{21} \). The main effect of study strategy, \( F(2, 265) = 4.01, p = .02, \eta^2_p = .02, BF_{10} = 1.35 \), and the interaction,
$F(2, 265) = 3.08, p = .048, \eta^2_p = .01, BF_{01} = 1.68$, were also significant.

Although there was a numerical advantage on factual questions for those in the answer condition compared to the reread condition, this difference was not statistically significant, and the Bayes factor was inconclusive, $t(171) = 1.83, p = .07, d = .31, BF_{01} = 1.29$. However, aligning with results from Experiment 2, participants in the answer and reread condition outperformed those in the self-test condition on factual questions, $t(173) = 3.85, p < .001, d = 0.58, BF_{10} = 130.21$ and $t(186) = 2.10, p = .04, d = 0.31, BF_{10} = 1.21$, respectively. For conceptual questions, the three conditions did not differ from one another—self-test versus answer: $t(173) = 1.09, p = .28, d = 0.17, BF_{01} = 3.53$, self-test versus reread: $t(186) = 0.15, p = .88, d = 0.02, BF_{01} = 6.25$, and answer versus reread: $t(171) = 1.02, p = .31, d = 0.16, BF_{01} = 3.76$.

### Analysis of Generated Questions

Questions generated and answered by participants in the self-test and answer conditions were scored in the same manner. IRRs were low to moderate ($C/F: \alpha = .010$, on final test/not on final test: $\alpha = .66$, accuracy: $\alpha = .67$ for self-test condition, $\alpha = .67$ for answer condition). All questions were scored by two scorers, and controversies were settled by a third scorer.

Table 1 presents details about the types of questions generated, and Table 2 shows linear regressions of which factors predicted final test performance. Number of questions again significantly predicted final test performance. Percent of generated questions answered accurately was also a significant predictor. Contrary to the previous experiments, the percent of questions that targeted final test material did not significantly predict final test performance in Experiment 3. Percent of factual questions was again not a significant predictor.

For those in the answer condition, answering more provided questions correctly was associated with better performance on the final test, $r = .67, p < .001$, $BF_{10} = 9.50 \times 10^6$. Although those in the self-test condition numerically answered more of their practice questions correctly than those in the answer condition, this difference was not statistically significant, and the Bayes factor was inconclusive, $t(173) = 1.86, p = .07, d = 0.28, BF_{01} = 1.24$.

### Final Test Performance on Overlapping Questions

A 3 (strategy: self-test, answer, reread) × 2 (final test question: overlap, no overlap) mixed-design ANOVA revealed that participants answered more final test questions correctly if it overlapped with practice test questions/statements ($M = 77.89, SE = 1.27$) than nonoverlapping questions ($M = 55.40, SE = 1.27$), $F(1, 263) = 278.81, p < .001, \eta^2_p = .52, BF_{10} = 8.36 \times 10^{20}$. A lack of an interaction, $F(2, 263) = 1.29, p = .28, \eta^2_p = .01, BF_{01} = 7.96$, suggests that this pattern was true for all study conditions.

A one-way ANOVA comparing final test accuracy on overlapping questions did not reach conventional significance, and the Bayes factor somewhat favored the null, $F(2, 263) = 2.75, p = .07, \eta^2_p = .02, BF_{01} = 2.13$. Planned follow-up $t$ tests indicated that those in the answer condition ($M = 82.66, SD = 20.23$) performed significantly better on overlapping final test questions than those in the reread condition ($M = 75.40, SD = 20.81$), $t(171) = 2.32, p = .02, d = 0.35, BF_{10} = 1.94$. Those in the answer condition also performed numerically, but not significantly, better on overlapping questions than those in the self-test condition ($M = 76.05, SD = 24.96$), $t(171) = 1.89, p = .06, d = 0.29, BF_{01} = 1.16$. The reread and self-test conditions did not differ, $t(184) = 0.19, p = .85, d = 0.03, BF_{01} = 6.18$.

### Discussion

Unlike Experiment 2, Experiment 3 revealed a typical testing effect, but only when the final test performance was isolated to questions that overlapped with the provided practice questions/statements. This comports with past testing effect research in which answering initial questions that are identical or similar to final test questions is more beneficial than rereading (e.g., McDaniel et al., 2013), but practice tests have little benefit for material that is not specifically addressed in the practice test questions (Pan & Rickard, 2018).

The focus of the present study, though, was self-testing. Those who tested themselves with their own questions answered significantly fewer factual questions correctly than those who reread or answered experimenter-provided questions. Thus, self-testing did not lead to testing benefits, even with a longer retention interval (2 days) before the final test. Analyses of the questions generated by participants revealed that number of questions generated and accuracy in answering practice questions were significant predictors of final test performance. Contrary to Experiments 1 and 2, the percent of questions that overlapped final test materials did not significantly predict final test performance.

### General Discussion

The present study sought to understand whether students benefit from testing if they create their own test questions, particularly if they answer their generated questions after a delay. In the present experiments, those in the self-test condition were expected to perform better than the comparison study conditions because they would reap benefits from both generation (i.e., writing review questions) and retrieval practice (i.e., answering those questions later from memory). However, contrary to predictions, self-testing did not lead to better learning than any of the comparison conditions. In Experiments 2 and 3, self-testing was even less effective for factual final test performance than answering provided questions ($d = −0.54$ to $−0.58$) and rereading ($d = −0.31$ to $−0.51$).

### Possible Moderators of the Effects of Self-Testing on Learning

The primary finding of the present study was that self-testing was less beneficial for learning facts from texts compared to answering provided questions or rereading. This finding contradicts past studies in which self-testing did not hinder learning or even benefited learning (Baie et al., 2019; Bugg & McDaniel, 2012; Denner & Rickards, 1987; Ebersbach et al., 2020; Foos et al., 1994; Lehman & Lehman, 1984; Weinstein et al., 2010). To our knowledge, no prior study has found that self-testing led to worse performance compared to rereading. However, there are numerous methodological differences among various studies on self-testing, making it difficult to identify the boundary conditions that predict.
self-testing benefits or decrements. We highlight four moderators of self-testing below that may guide future investigations.

**Difficulty of Self-Generated Questions**

Prior to conducting the present research, we posited that one possible moderator of self-testing benefits was the degree to which self-testing involved effortful retrieval of information from memory. Prior research on self-testing typically had participants simultaneously generate and answer their own questions (e.g., Weinstein et al., 2010), which affords little opportunity for retrieval practice. Requiring participants to answer their generated questions after a delay should result in more effortful retrieval (e.g., Rawson et al., 2015). This was supported in Experiment 1, given that those in the delayed answering condition answered fewer practice questions correctly than the simultaneous answering condition. Nevertheless, this added difficulty did not result in stronger final test performance later.

One possible explanation is that the delay of approximately 12 min, although more challenging than answering questions immediately, was still insufficient to make retrieval challenging enough. In addition, it is possible that participants generated questions they typically knew the answers to, potentially reducing the effort required to answer those questions. Although answering self-generated questions after a delay was more difficult, performance was still quite high. Across all three experiments, participants in the delayed self-test conditions answered approximately 80% of their generated questions correctly and were more accurate than participants who answered provided questions (who answered around 70% of the questions correctly).

Future research should examine whether increasing the lag between learning, generating, and answering one’s questions would increase the benefits of self-testing, in addition to the difficulty of questions students generate for themselves. Regardless of why final test performance was similar between the two conditions in Experiment 1, it remains unclear why the present study revealed a decrement from self-testing (Experiments 2 and 3), whereas previous research found no effect or even a benefit of self-testing compared to rereading (e.g., Denner & Rickards, 1987; Weinstein et al., 2010).

**Study Time**

One plausible explanation for the discrepancy between the current and past findings reflects the time limits on review activities. In Weinstein et al. (2010; and other past work), participants were allowed to spend as much time as they wanted to complete their respective study activities. Those who self-tested spent at least twice as long on their activity as those who reread or answered provided questions. In the present study, when study time was controlled, self-testing was no longer as beneficial as the other strategies. Bae et al. (2019) similarly found that generating questions was less beneficial than answering provided questions when study time was controlled (although participants did not answer the questions they generated).

Therefore, the benefits of self-testing may only emerge when participants have sufficient time to generate and answer questions that comprehensively review the learning material. Indeed, in the present study, participants in the self-test condition generated significantly fewer questions (Table 1) than the eight provided questions (Exp. 2: $d = 0.37$; Exp. 3: $d = 0.40$), and the number of questions generated significantly predicted final test performance. Nevertheless, given students’ limited time to study in real-world educational settings, answering provided questions or using other review activities might be more time-efficient than writing and answering one’s own test questions.

**Quality of Self-Generated Questions**

Self-testing might also have reduced final test performance due to the quality of questions that students wrote. In the present study, students were not given instructions on how many or what type of questions to create, allowing for considerable variability among the practice questions. Compared to the experimenter-provided questions, participants generated fewer questions, which included a lower percentage of conceptual questions and less overlap with material on the final test. Thus, these measures of question quality suggest that students write lower quality review questions for themselves than an expert or instructor could provide.

Research on generating examples corroborates this possibility. Zamary and Rawson (2018) found that asking learners to generate examples was less beneficial than giving participants examples (see also Hamilton, 1989, 1997; Rawson & Dunlosky, 2016). Zamary and Rawson (2018) concluded that generated examples were of lower quality than the examples provided by the experimenters, which might explain why generating examples was not as effective as other learning strategies. Similarly, there was a strong correlation between the quality of generated examples and performance on the final test (Rawson & Dunlosky, 2016; Zamary & Rawson, 2018), consistent with the regression analyses reported for the current experiments, where some qualities of generated questions predicted final test performance.

This might suggest that training students to create higher quality questions would increase the benefits of self-testing, but it also may reflect individual differences such that better or more motivated participants created better quality questions and performed better on the final test. Consistent with this possibility, other work has failed to demonstrate that providing instruction or scaffolding to generate better quality examples leads to larger learning benefits (Rawson & Dunlosky, 2016; Zamary et al., 2016). Thus, research on effective methods to train students to write more effective practice questions is also necessary.

Beyond the general quality of questions, another factor to consider is the alignment of practice and final test questions. In the present study, students often chose to generate short-answer questions, whereas final test questions were multiple choice, introducing a disalignment between question formats. However, past studies have suggested that the format of practice questions (e.g., short answer, essay, multiple choice) does not need to match between an initial and final test for testing effects to be detected (Carpenter & DeLosh, 2006; McDermott et al., 2014; Rowland, 2014; Yang et al., 2021). A more crucial factor may be whether participants generated questions that targeted material that was present on the final test. For instance, participants in the self-test condition were significantly more likely to answer final test questions that overlapped with the questions/statements that they generated in the practice phase compared to those that
did not overlap. Participants in self-testing conditions may have reviewed less material that was relevant to the later test because their generated questions often did not target the same information. Thus, self-testing could be an effective strategy, but not if self-testing is on test-irrelevant material (cf. Pan & Rickard, 2018).

Ebersbach et al. (2020) tested this conjecture directly and found a similar benefit of answering provided questions and self-testing when overlap with the final test was controlled. Students in a psychology course watched a lecture with accompanying slides and then reread the slides, answered provided questions, or generated their own questions. Critically, each slide had one bolded term, and participants were instructed to generate and answer one question or were provided one question on these terms. Final test performance was similar between these two conditions and better than in the reread condition. Thus, one way to increase the benefits of self-testing may be to instruct students on the precise information their questions should target. Indeed, students might find it difficult to differentiate between test-relevant and irrelevant materials on their own (Broekkamp et al., 2002; Gernsbacher et al., 1990; Haynes et al., 2015). For example, Broekkamp et al. (2002) found that students and teachers selected considerably different pieces of information from a passage when asked to select what they thought was “most important.” Thus, although instructors may aver practices that seem akin to “teaching to the test,” an effective self-testing strategy should likely be informed by understanding what concepts should be targeted.

Perhaps a more favorable approach to increase the benefits of self-testing would be to train students on the types of questions to write rather than identifying the exact pieces of information that they should write questions about (Bugg & McDaniel, 2012; Denner & Rickards, 1987; Weinstein et al., 2010). For example, Weinstein and colleagues had participants, see sample questions on a practice passage and then instructed them to write questions that mimicked these questions. The present study did not provide any guidance on the types of questions participants should write, reflecting experiences in the classroom but at the potential cost of poorly constructed questions (Bae et al., 2019). Taken together, the present research and past work on self-testing suggest that training and specific guidelines might be necessary for students to generate high-quality questions about the correct study material, thereby limiting the practical utility of self-testing in authentic educational settings (Song, 2016).

**Type of Final Test Question**

The present experiments provide further evidence that the type of final test question—factual or conceptual—might be another moderator of the effects of self-testing on learning. Although self-testing impaired factual final test performance, we found no evidence that self-testing significantly affected performance on conceptual questions, positively or negatively. This is consistent with prior research that has shown little to no benefit of retrieval practice (Pan & Rickard, 2018), pretesting (Hausman & Rhodes, 2018), and self-testing (Bugg & McDaniel, 2012; Denner & Rickards, 1987; but see Ebersbach et al., 2020) for test questions that require inferences. Given the practical importance of learning more than facts, future research should identify ways to modify retrieval practice with provided or self-generated questions to enhance conceptual understanding (e.g., Nguyen & McDaniel, 2016).

In sum, the present study suggests that self-testing does not benefit and, under some conditions, may harm learning from texts. Despite incorporating generation and retrieval practice, self-testing may have been less effective than answering provided questions or restudying because participants’ generated questions were of a lower quality.

**Practical Implications**

The present study suggests that students may fail to benefit from testing if they are not given testing materials (and thus must self-test). Furthermore, creating test questions is a time-consuming activity (Weinstein et al., 2010) and may not confer substantial benefits when time on task is controlled for, as seen in the present study (see also Bae et al., 2019). Therefore, instructors and researchers may need to exercise caution when recommending that students test themselves. We suggest that instructors provide students with practice questions. These need not mimic exam questions but should model the type of knowledge, reasoning, and concepts students will need to demonstrate on the exam (e.g., Thomas & McDaniel, 2007). Indeed, such practice would be consistent with students’ belief that it is the obligation of instructors, and not students, to provide practice test questions (Krueger et al., 2023). If instructors are not able to provide practice questions, a better and less time-intensive recommendation to students might be to write down everything they remember about a reading, lecture, or topic (i.e., free recall). Free recall has been shown to benefit learning (Rowland, 2014), including improving memory for key ideas in a text relative to both rereading (H. L. Roediger & Karpicke, 2006b) and generating test questions (Bae et al., 2019; but see Yang et al., 2021). Another possible solution is to provide information about what material will be covered on exams, allowing students to generate more questions relevant to exam material (Ebersbach et al., 2020) or at least provide instruction on how to identify important information (e.g., Williams et al., 2016).

Future self-testing research is also needed in more educationally relevant situations beyond the use of short passages. Students likely have more prior knowledge about and experience with a semester’s worth of material, which might allow them to more easily identify important material to target in their questions (although past research suggests students do not select all relevant information from classroom materials; Haynes et al., 2015). Furthermore, motivation to do well on course exams might encourage students to generate better questions and test themselves more diligently (but see Kang & Pashler, 2014). Nevertheless, given our findings that testing with one’s own generated questions was not as effective as other strategies, it may be important for instructors to provide practice materials so that students can test themselves effectively.
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