Flow transitions on a cambered airfoil at moderate Reynolds number

Cite as: Phys. Fluids 33, 093105 (2021); https://doi.org/10.1063/5.0061939
Submitted: 30 June 2021 . Accepted: 01 September 2021 . Published Online: 15 September 2021


COLLECTIONS

Paper published as part of the special topic on Tribute to Frank M. White on his 88th Anniversary

ARTICLES YOU MAY BE INTERESTED IN

Spread of virus laden aerosols inside a moving sports utility vehicle with open windows: A numerical study
Physics of Fluids 33, 095117 (2021); https://doi.org/10.1063/5.0061753

Toward understanding the mass flow generate noise in the inlet duct engine measurement
AIP Conference Proceedings 2366, 040006 (2021); https://doi.org/10.1063/5.0060531

Numerical analysis on the tail boom structure of LSU-05 NG aircraft with cross-section profile variation
AIP Conference Proceedings 2366, 040003 (2021); https://doi.org/10.1063/5.0060168
Flow transitions on a cambered airfoil at moderate Reynolds number

Cite as: Phys. Fluids 33, 093105 (2021); doi:10.1063/5.0061939
Submitted: 30 June 2021 · Accepted: 1 September 2021 · Published Online: 15 September 2021

J. D. Tank,1 B. F. Klose,2 G. B. Jacobs,2 and G. R. Spedding1,a)

AFFILIATIONS
1University of Southern California, Los Angeles, California 90089-1191, USA
2San Diego State University, San Diego, California 92182-1308, USA

Note: This paper is part of the special topic, Tribute to Frank M. White on his 88th Anniversary.
*a)Author to whom correspondence should be addressed: geoff@usc.edu

ABSTRACT
A combined experimental and numerical study is performed to investigate the flow field and associated aerodynamic forces on a cambered airfoil. The Reynolds number is low enough to ensure importance of viscous dynamics, and high enough so that instability and transition to turbulence can occur. The flow fields are complex and their correct description is essential in understanding the nonlinear curves describing the variation of lift and drag coefficients with angle of attack. As $\alpha$ is increased from 0, the flow states go through a number of qualitatively distinct phases. At low to moderate $\alpha$, the laminar boundary layer separates before the trailing edge, and as the separation point moves forward, instabilities of the detached shear layer form coherent vortices over the upper (suction) surface. At a critical angle, $\alpha_{\text{crit}}$, instabilities in the shear layer grow fast enough to transition to turbulence, which then leads to reattachment before the trailing edge. In this flow state, lift is increased and drag decreases. Hence, in order to understand the aerodynamics at this scale, we need to understand the viscous dynamics of the boundary layer, as elegantly described and analyzed by Frank White.
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I. INTRODUCTION
In his monograph/textbook *Viscous Fluid Flow*,1 Frank White argues that the biggest breakthrough in practical fluids engineering came from Prandtl’s demarcation of a flow into two parts: one being a thin boundary layer to which viscous effects are confined and an outer flow where the elegant mathematics of inviscid solutions could be pursued. Such a partition forms the basis of almost all practical aeronautics, enabled by the fact that characteristic speeds $U$ and length scales $L$ in air are such that Reynolds numbers, $Re = UL/\nu$ ($\nu = \mu/\rho$ is the kinematic viscosity) take on values of $10^5$ or more. That is no longer the case as problems in design of flight vehicles at small scales and/or high altitudes lead to significant interest in lower $Re$ domains. Paradoxically, the decrease in speeds and length scales of interest now makes the fluid mechanics potentially much more complex, with greatly increased sensitivity to geometry and atmospheric variations. Previously routine prediction and measurement of airfoil and wing performance become more difficult as $Re_c$ (where the chord length $c$ is used for $L$; we follow this aeronautical convention and drop the subscript) falls below $10^5$. The thorough documentation of wind tunnel tests by Selig and colleagues2–6 demonstrated quite clearly how lift:drag polars developed non-monotonic behavior at low $Re$, and how tests from different facilities could report different results from nominally identical conditions. Further wind tunnel tests7–11 on specific airfoil geometries for specific applications showed that both testing and airfoil design at these low $Re$ were complicated by non-negligible viscous effects, and among these are the development of complex coherent structures that can form and influence the global flow (e.g., Ref. 11). The comment in Ref. 12 that the aerodynamic performance is strongly influenced by the properties of the viscous boundary layer, in particular by its comparatively poor resistance to separation, has been borne out in practice many times. There is a range of $Re$, approximately from $10^4$ to $10^5$, where the laminar boundary layer always separates within one chord length but where instabilities of the separated shear layer may have growth rates large enough for transition to turbulence, when the flow may reattach in a time-averaged sense. The region between separation and reattachment is termed a laminar separation bubble (LSB). The dynamics of the LSB are affected by an array of two- and three-dimensional instabilities and also by upstream propagation of acoustic modes originating from vortex shedding at the trailing edge. The detailed dynamics of the LSB have been investigated in experiment13–15 and in computations either in DNS16–18 or with a Large Eddy Simulation.19,20
At moderate $Re$ (as defined above), the transition from laminar separated flow to a transitional flow resulting in an LSB can lead to sudden (over $1^\circ$ in $z$) and significant changes in integrated aerodynamic force coefficients. Denoting the state of laminar separation without reattachment SI and reattachment following LSB formation SII, experiments on the Eppler 387 airfoil at moderate $Re$ showed that the SI–SII transition could lead to increases in $L/D$ of greater than 40%, through increase in $L$ and decrease in $D$.\textsuperscript{2–29} The changes in $L/D$ could be achieved in SI–SII transitions forced through active or passive control measures,\textsuperscript{30–34} thereby exploiting the intrinsic sensitivities of the separation-prone boundary layer. Abrupt changes in $c_l$ have notably been documented in Ref.\textsuperscript{8} at $Re = 4 \times 10^4$ on a NACA (National Advisory Committee for Aeronautics) 66–018 airfoil, and the force coefficients were strongly affected by acoustic excitation at a particular frequency. The production and amplification of Kelvin–Helmholtz spanwise vortices have been described in further detailed experiments\textsuperscript{12,25–28} where the dependence of roll-up location on both $Re$ and $z$ has been discussed.

Because the global flow is ultimately determined by the viscous conditions at suction surface, a number of detailed experimental and computational studies have focused on the LSB itself in experiments where the stable LSB is an integral part of a specially designed airfoil (e.g., Refs.\textsuperscript{14 and 15}) and in simulations, either of the naturally occurring bubble on a standard NACA 0012 shape\textsuperscript{16,17,19} or of a model problem where the LSB is induced through a pressure gradient imposed on a flat plate.\textsuperscript{29,30} At the same time, determining both details within the boundary layer and resolving the global airfoil/wing-induced flow field are challenging both experimentally and computationally. True direct numerical simulations that resolve all scales and equivalent experiments require very low turbulence facilities and careful attention to details of geometry, model vibration, and support.

Here, we report on a program of combined DNS and experimental studies on a NACA 65–412 airfoil, which is a cambered profile found in turbine blades, among other applications. At $Re = 2 \times 10^4$, the DNS resolves all scales and equivalent experiments at matching $Re$ can be run in both wind tunnel and water channel facilities. Water channels have higher ambient turbulence levels than wind tunnels, but slower flow speeds and larger length scales allow fine scale features to be found through dye visualization, as dye traces can mark thin filaments that would not be revealed in a spatially averaged measure. The objective is to show how the aerodynamic performance characteristics of a practical airfoil can be traced back to their viscous fluid flow and ensuing complex coherent structures and instabilities at the boundary. Since the flow solutions in all cases are governed by the viscous Navier–Stokes equations, a secondary purpose is to identify how and when differences in measured quantities may yet be found.

II. MATERIALS AND METHODS

A. Wind tunnel and models

PIV and force balance tests were run in the octagonal test section of the Dryden Wind Tunnel (DWT), (1.37 m span, $T < 0.035\%$ for disturbances between 10 Hz < $f$ < 1000 Hz), as shown in Fig. 1. All models were milled from aluminum using a CNC mill with a precision of 0.0127 mm. As the wings are used in PIV experiments, the final finish is a light sanding from a matt black spray-painted covering. The wing models used in the PIV tests had the following dimensions: $c = 0.075$ m and $b = 0.225$ m, for AR = $b/c = 3$. All tests reported here are for a nominally two-dimensional configuration where a rectangular wing is set between end plates. The end plates taper to a point in the upstream direction, 20 cm in front of the wing leading edge. If the laminar boundary layer thickness on the plate is

$$\delta = \frac{5.2x}{\sqrt{Re_x}},$$

then at $U = 4$ m/s, $\delta = 4.5$ mm and the maximum gap width between the plate and wing is 1 mm = 0.22$d$. The force balance tests were performed on models with AR = 3 and AR = 12.9 ($c = 0.055$ m, $b = 0.71$ m). The larger AR (and area) model was sized to generate forces that could be measured most accurately with the DWT force balance at $Re = 2 \times 10^4$. Time-averaged lift and drag curves generated with both models could be compared at $Re = 4 \times 10^4$, where both models generated forces in an appropriate range for the balance. The sum of corrections for model and wake blockage and for streamline curvature\textsuperscript{2,32} were estimated as less than 2% for all models.

B. Particle imaging velocimetry (PIV)

During PIV tests, the tunnel was filled with glycerin-based smoke and a laser sheet parallel to the flow direction (in [$x$, $z$]) was generated by a double-pulsed Nd:YAG laser. A digital camera (1600 × 1200 pixel, 14 bit) imaged particle fields on a cross section at mid-span ($y = 0$) through a Nikon 70–210 mm f/4–5.6 NIKKOR AF lens. Two wing models that were mirror images of each other were used to collect data over both the pressure and suction surfaces of the airfoil. $x$ was set by alignment with a row on the digital image array, with an estimated uncertainty of 0.2$\%$.

In order to increase spatial resolution, the flow field was split into either five (for $x = [0^\circ, 2^\circ, 4^\circ, 6^\circ, 8^\circ$, and $10^\circ]$) or two (for $x = [10^\circ, 10.1^\circ, 10.2^\circ, 10.3^\circ, 10.4^\circ, 10.5^\circ]$) overlapping sub-regions. When two sub-regions are used, they correspond to the forward and aft sections of the suction side of the airfoil, and are closely focused on the suction sides of the airfoil, and are used in the forward and aft sections of both the suction and pressure sides of the airfoil, and the wake. The more general views require larger number of five panels. When five sub-regions are used to image the larger field of view, they correspond to the forward and aft sections of both the suction and the pressure sides of the airfoil, and the wake. 1000 image pairs were captured for each sub-region at a sampling rate of 9.6 Hz. This sampling rate was not sufficient to provide time-resolved data, but did allow for the generation and analysis of time-averaged and instantaneous flow fields. The images were processed with LaVision/DaVis to produce velocity field estimates ($u$, $w$) on a uniform grid using a multi-pass algorithm, which had interrogation windows that were reduced to 16 × 16, 8 × 8, or 6 × 6 pixels for the final pass. A 50% interrogation box overlap gave a final spatial resolution of 0.4$\times$0.4 pixels, which is [0.11, 0.14, 0.28] mm. This corresponds to [0.08, 0.11, 0.21] × $\delta_{lam}$ or [0.06, 0.07, 0.15] × $\delta_{sub}$, where $\delta_{lam} = \frac{4x}{\sqrt{Re}}$ and $\delta_{sub} = \frac{0.27}{d}$ are the laminar and turbulent boundary layer thickness, respectively, at 0.5$c$ of a flat plate with the same chord length as the model used.
using a smoothing spline function,33 and the spatial derivatives can be estimated from the spline coefficients themselves, thus removing the in-plane shear, $S$, and through particles moving out of the light sheet through the velocity component $v$.34 This is the best way to retain proper amplitudes of small-scale vorticity distributions, and is used for all instantaneous velocity field data. Here, we mostly compare the structure of time-averaged velocity and vorticity fields and a much less time-consuming procedure is then to average all 1000 snapshots to yield one time-averaged velocity field, $(\bar{u}, \bar{w})$, for each sub-region of the flow. These sub-regions are then interpolated on the Matlab thin-plate spline function $t$, which are used to estimate the time-averaged spanwise vorticity, $\bar{\omega}_y = \frac{\partial \bar{w}}{\partial x} - \frac{\partial \bar{u}}{\partial z}$. The sub-region velocity/vorticity fields were finally combined to form one composite velocity/vorticity field for each $x$.

C. Force measurements

Force measurements were performed with a custom, three-component force balance (Fig. 2),35 which measures forces normal and tangent to the chord of the wing. The balance rotates around with the wing as $\varphi$ varies, and the forces were converted to lift and drag, defined with respect to the freestream, as conventional. The lift and drag forces were then expressed as the usual dimensionless quantities as follows:

\[ c_l = \frac{L}{qS}, \quad (3a) \]
\[ c_d = \frac{D}{qS}, \quad (3b) \]

where the lift and drag are normalized by the planform area, $S$, of the nominally two-dimensional model and $q = 1/2\rho U^2$ is the dynamic pressure.

A new balance calibration was performed before each test, generating a $3 \times 4$ calibration matrix, where the $3 \times 3$ load matrix is augmented with a zero offset column. The off-diagonal coefficients were typically two orders of magnitude smaller than the leading diagonal terms. The balance voltage outputs were passed through an analog op-amp and signal conditioner before sampling in a 14-bit ADC. The effective number of bits due to oversampling of the electrically noisy signal was 20,31,36 which yields a baseline resolution of less than 0.02 mV over $\pm 10$ V range. Based on calibrations and measurements
at typical loading conditions, the measurement uncertainty is less than 5 mN for forces tangent to the chord of the wing. The measurement uncertainty for forces normal to the chord of the wing is less than 15 mN for the same force range. $c_{\text{L,min}} = 0.03$ for the smallest wing would yield $D = 0.17$ N for a worst case relative uncertainty of 3%.

Each time-averaged force balance test consisted of five sweeps, forward and backward, through the entire $x$ range in increments of 0.5°. After each $x$ step, the flow was allowed to settle for ten seconds before ten seconds of data were collected at 5 kHz and averaged. The five sweeps produced ten time-averaged measurements for each $x$, which were averaged to obtain a single time-averaged value. This collection is reasonable if there is no hysteresis so forward and backward $x$-traverses give equivalent values. The lack of hysteresis (which varies with Re and AR) was verified over most conditions reported here. The uncertainty of each combined time-averaged force value was taken as the standard deviation of the ten time-averaged measurements. The entire test procedure was repeated at least three times to test for day-to-day repeatability.

D. Water channel flow visualization

Dye-injection flow visualization tests were carried out on a scaled model in the USC water channel (BWC, Fig. 3) which has a rectangular test section ($L, W, H = 762, 89, 61$ cm). Freestream velocity data were collected during tests with a MSE 2D miniLDV laser Doppler velocimeter, and $T < 1.7\%$ for all tests. These turbulence levels, though reasonable for a water channel, are about 50 times the wind tunnel levels.

The airfoil model was made of clear acrylic with $c = 14.4$ cm, $b = 45$ cm ($AR = 3.1$). This $AR$ is sufficient to generate a largely two-dimensional flow at the mid-span location when tip vortices are blocked by the bottom of the channel at one end and an end plate positioned just beneath the free surface. Dye was injected from a leading-edge exit port at $y/b = 0$ and/or at various offset (in $x, z$).
locations upstream. Dye materials were milk and alcohol (mixed for neutral buoyancy) or fluorescein/rhodamine complexes. A 5.14 W, 532 nm wavelength CNI continuous wave laser was spread into a sheet in an (x, z)-plane and aligned in the y-direction with the injection location to illuminate the dye. A Mako U-130 camera (1280 × 1024 pix, 10 bit) with an Edmund Optics 25 mm C series fixed focal length lens collected images at a frame rate of 20 fps from below the model through a window in the bottom of the channel. For Re = 2 × 10⁴, U = 14 cm/s, and a convection time c/U is on the order of 1 s, so sampling two orders of magnitude faster can be considered time-resolved for this flow. The second advantage of dye visualization is that fine scale features can be observed and traced that are lost in an average PIV correlation box. We may note that dye traces are Lagrangian markers, as particles are followed in time from their origin (either in the boundary layer, or upstream). Intricate patterns are accumulated time histories of the marked fluid, and their correspondence with Eulerian measures can be non-obvious.

E. Vortex shedding frequency

Flow visualization images of the airfoil wake (1 < x/c < 2), captured in the BWC, were analyzed using a Matlab script to estimate the wake vortex shedding frequency as a function of x. Dye injected into the boundary layer marks these structures, and so the images were analyzed to determine how often patches of dye passed through the wake. This was done by selecting a grid of pixels (20 × 20 pix) from an interrogation box in the wake images and determining their intensity as a function of time (Fig. 4). A spike in the intensity occurs when a patch of dye (i.e., vortex structure) passes over the pixel. A Fourier transform was then used to generate an amplitude spectrum for each pixel, and the spectra from all pixels on the grid were averaged to determine the dominant frequencies in the wake. This method generally produced sharp, distinct peaks at low z, where vortices could be clearly identified, but less distinct peaks at higher z, where the wake became more turbulent, leading to the diffusion of dye streaks. When there was no obvious dominant frequency for a particular image set, or when the dominant frequency would change with the location of the interrogation box, that image set was discarded.

F. Summary

The experiments reported on here come from an extensive measurements program over 4 years. Table 1 gives an indication of the number of experiments that directly contributed to each reported quantity. It does not, of course, indicate the much larger number of test and verification cases.

G. Numerical simulations

Numerical solutions of the flow field were obtained from compressible three-dimensional direct numerical simulation (DNS) using a nodal Discontinuous-Galerkin Spectral-Element Method (DGSEM) with explicit time integration. Because the focus of this paper is on experimental aspects, we only give a brief overview of the computational method and setup and refer to Ref. 37 for a more detailed description of the simulations.

In general notation, the Navier–Stokes equations can be written as a conservation law

\[ \frac{\partial Q}{\partial t} = \nabla \cdot F \]  (4)

of the conserved variables

\[ Q = [\rho \quad \rho u \quad \rho v \quad \rho w \quad \rho E]^T, \]  (5)
TABLE I. A summary of the number of experimental tests for the wind tunnel (WT) and water channel (WC), for PIV and force balance (FB) measurements, and for dye visualizations. Experiments were run over specified ranges of \( \alpha \), with given increments. \( n \) refers to the number of samples per \( \alpha \). In PIV experiments, either five or two panels cover different sections of the flow field. The FB numbers refer to the number of sweeps through \( \alpha \) (6), for increasing and decreasing \( \alpha \) (2), multiplied by the number of independent experiments (at least four). Each FB average comes from 1000 data points, which are not counted. These numbers are compiled for \( \text{Re} = 2 \times 10^4 \) only.

<table>
<thead>
<tr>
<th>Test</th>
<th>( \alpha ) range (( \degree ))</th>
<th>( \Delta \alpha ) (( \degree ))</th>
<th>( n/\text{condition} )</th>
<th>Total ( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT–PIV</td>
<td>[0, 10]</td>
<td>2</td>
<td>1 000 x 5</td>
<td>3 \times 10^4</td>
</tr>
<tr>
<td></td>
<td>[10, 11]</td>
<td>0.1</td>
<td>1 000 x 2</td>
<td>2 \times 10^4</td>
</tr>
<tr>
<td>WT–FB</td>
<td>[0, 8]</td>
<td>0.5</td>
<td>2 x 6 x 4*</td>
<td>1688</td>
</tr>
<tr>
<td>WC–dye, general – dye, St</td>
<td>[0, 10]</td>
<td>0.5</td>
<td>400</td>
<td>8800</td>
</tr>
</tbody>
</table>

The indices \( a \) and \( v \) refer to the number of experimental tests, respectively, and \( F \) is the flux tensor such that

\[
\nabla \cdot F = F_a + G_a^v + H_a^v + Re^{-1} (F_a^v + G_a^v + H_a^v),
\]

The system of equations is closed with the equation of state,

\[
p = \rho \frac{V}{\gamma M^2}.
\]

The conservative variables in Eq. (5) are approximated in space by an \( N \)th order polynomial within each spectral element and the fluxes are computed using a DG discretization scheme. The system of equations is integrated in time with a low-dispersion fourth-order explicit Runge–Kutta scheme. For a more detailed description of the computational method, its stability properties, and accuracy, we refer to Refs. 37–39.

The flow over a NACA 65(1)-412 airfoil was simulated at a Reynolds number based on the chord length of \( \text{Re}_c = 20000 \) and a Mach number of \( M = 0.3 \). The Mach number is relatively low, ensuring a nominally incompressible flow (compressibility effects on the pressure coefficient are estimated to be approximately 5% via the Prandtl–Glauert correction), but it is high enough to prevent excessively small time steps required by the explicit time integration scheme. A series of computations was conducted for angles of attack of \( 0^\circ, 4^\circ, 7^\circ, 8^\circ, \) and \( 10^\circ \).

The C-type grid for simulations is adopted from Ref. 40 and the outer boundaries are imposed 30 chord lengths above and below the airfoil to minimize blockage effects and spurious reflections. The computational domain is extruded by half a chord length in the spanwise direction and periodic boundary conditions are applied to model an infinite wing. The spanwise extrusion by half a chord length is in accordance with the recommendation by Almutairi et al.\textsuperscript{19} The boundary elements are curved and fit to a spline representing the airfoil surface as described by Nelson et al.\textsuperscript{40} The outer boundaries of the domain are defined as Riemannian freestream boundaries\textsuperscript{45} and the airfoil surface is treated as a non-slip, adiabatic wall. Two grids are employed: a coarse grid (shown in Fig. 5) that is run with a high polynomial order of \( N = 12 \) in accordance with the converged solution reported by Refs. 39 and 40 and a fine grid with lower order elements (\( N = 4 \) for \( \alpha = 7^\circ \) and \( N = 6 \) for \( \alpha = 8^\circ \)). The simulations on the fine grid have an overall higher wall-resolution to accommodate the turbulent flow over the airfoil surface. Because the flow at \( \alpha = 10^\circ \) is past the critical angle of attack, the coarse grid with 12th-order elements in the near field and a spectral filter is employed, which we will refer to as

![FIG. 5. Computational domain used for 3D simulations of \( \alpha = 0^\circ, 4^\circ, \) and \( 10^\circ \). Only elements without interior Gauss nodes shown.]({{image-url}})
implicit large-eddy simulation (ILES). Simulations at \( \alpha = 0^\circ \) and \( 4^\circ \) are initialized with a uniform flow field and cases at \( \alpha = 7^\circ \), \( 8^\circ \), and \( 10^\circ \) were initialized with results from two-dimensional computations by extruding the two-dimensional flow field along the span. All simulations are run until the flow has completely transitioned to quasi-steady state with three-dimensional structures with the statistics being recorded subsequently. A selection of key simulation parameters are given in Table II. A detailed discussion of the 2D and 3D DNS results for the NACA 65(1)-412 airfoil can be found in Ref. 37, as well as in Refs. 39 and 42.

### III. RESULTS

#### A. Time-averaged lift and drag

The time-averaged \( c_l \) and \( c_d \) are plotted together with a modified inviscid thin airfoil prediction (starting at the experimentally determined zero lift angle of attack, \( \alpha_{0L} \)) in Fig. 6. The lift-slope \( \left( \frac{\partial c_l}{\partial \alpha} \equiv c_{ls} \right) \) is close to \( 2\pi \), for small \( \alpha \). Note how \( \alpha_{0L} > 0 \) \( c_l < 0 \) at \( \alpha = 0^\circ \), even when the geometric camber is positive, suggesting an effective negative camber at low \( \alpha \). The negative lift at \( \alpha = 0^\circ \) is caused by laminar separation over the suction surface before the trailing edge, as will be demonstrated in Secs. III B–III F. This behavior is significantly different than at a design \( Re = 10^6 \), where \( \alpha_{0L} < 0 \) and design \( \alpha \approx 0^\circ \). At \( \alpha = 4^\circ \), DNS and WT \( c_l \) agree and lie below the solid \( 2\pi \) line. The

![Figure 6](imageurl)

**FIG. 6.** Time-averaged \( c_l(\alpha), c_d(\alpha) \) in (a) and (b), and the polar \( c_r(c) \) and \( L/D(\alpha) \) in (c) and (d) for the NACA 65(1)-412 at \( Re = 2 \times 10^4 \). Experiments are in red circles, where error bars come from variation in experiments repeated day to day. DNS are in blue triangles and the error bars come from standard deviation in a time sequence.
The principal difference between WT and DNS are the different $\alpha_{\text{crit}}$. The two obvious ways in which simulation and wind tunnel experiments differ are in the end conditions of the model (no-slip walls with gaps) and in the background turbulence levels. The sensitivity of $\alpha_{\text{crit}}$ thus demarcates two distinct flow states: SI and SII. In SI, there is laminar separation without reattachment. In SII, the transition to turbulence in the shear layer promotes reattachment. Signatures of these transitions can be seen in the force records such as Figs. 6 and 7, and the flow states SI and SII can be observed directly in the time-averaged flow field data.

B. Flow topology—time-averaged fields

The development of the time-averaged flow before $\alpha_{\text{crit}}$ is shown in Fig. 8. At $\alpha = 0^\circ$, the flow separates before the trailing edge over the suction (upper) surface. A recirculating region ($v_1$) extends over the airfoil and aft of the trailing edge. A counter-rotating vortex ($v_2$) appears first to originate at the trailing edge from flow around the pressure (lower) side. The net deflection of the streamlines is upward, commensurate with negative lift noted in Fig. 6. As $v_1$ grows with increasing $\alpha$, $v_2$ is increasingly distorted and displaced downstream, appearing more as a secondary structure that is induced by $v_1$.

Both $v_1$ and $v_2$ increase in size up to $\alpha = 6^\circ$, but by $\alpha = 8^\circ$ $v_1$ begins to dominate the separated region, eventually, at $\alpha = 10^\circ$, forming one large, enclosed, recirculating region that extends far beyond the trailing edge before reattachment there, as indicated by the blue line which encloses the airfoil as well as the viscous recirculating regions. The recirculating fluid has about the same cross section as the airfoil itself, and a similar vertical displacement. It could be described as a large LSB with virtual reattachment in the wake, aft of the physical trailing edge. The global flow field and streamline deflection (and hence the lift) are determined by the effective airfoil shape, made up of the combined airfoil and LSB geometry.
A comparison of streamlines from DNS and experiment for \( \alpha = 4^\circ \) is shown in Fig. 9, where the size and shape of v1 and v2 are similar. The counterclockwise vortex v2 originates in both cases from the pressure side of the airfoil, and forms a pair with v1. The flow at this stage is mostly two dimensional, though the clockwise v1 begins to show spanwise structure as \( \alpha \) increases. The small differences in the shape of v1 in Fig. 9 are related to the emerging three-dimensional modes in v2, but the three-dimensional structures themselves develop downstream in the wake, after the trailing edge.

A separation streamline can be defined where locally \( u = 0 \) and Fig. 10 shows estimates of the location in chord-normal coordinates, \( z_{ns} \).

The data in Fig. 10 come from the most close-focused PIV experiments, which nevertheless cannot extend all the way to the wall, but the separation line is well-approximated by a straight line for \( z_{ns} < 0.15c \). At \( \alpha = 10.0^\circ \), the slow recirculating region reaches its largest size (Fig. 8) in SI. It should be noted that very small external disturbances or model vibrations will trigger the transition from SI to SII, which can occur intermittently during an inadequately controlled experiment. For detailed PIV experiments close to \( x_{crit} \), model vibrations were reduced by attaching the topmost wing tip at the quarter-chord to an external mounting post, through the end plate. A representative flow convection time, \( c/U = 18 \) ms and a sample over 10 s thus covers approximately 530 convection times. The following PIV-derived averages were all checked for a stationary state by sub-sampling of the 1000 velocity fields. Figure 11 shows in detail the transitions around \( x_{crit} \).

At \( \alpha = 10.1^\circ \), the flow state abruptly changes and a laminar separation bubble forms and then closes from about 1/3–2/3c. With small further increases in \( \alpha \), the bubble moves forward and shortens. The formation of LSB (transition from SI to SII) greatly increases the value of \( L/D \). By driving the PIV algorithms to their local maximum resolution close to the wall, a correlation box of size 6 pixels covers 0.22 mm, which at \( \alpha = 10.1^\circ \) corresponds to about 1/8 of a bubble height. The average bubble height decreases for \( \alpha = 10.2^\circ \), and then gradually increases as the separation point moves toward the leading edge. The decrease and subsequent increase in bubble height in the time-averaged streamlines is related to the growth rate of instabilities in the separated shear layer, and the appearance of three-dimensional modes there. This will be addressed in more detail in the paper focusing on the detailed computations of flow structure. The spatial resolution is sufficient to show the overall shape of the bubble, but not its internal structure, which is highly unsteady.

C. Instantaneous flow fields

The transition in flow states in Fig. 11 occurs over a small range of \( \alpha \), around \( x_{crit} \). Close to \( x_{crit} \) there can be hysteresis (depending on both AR and Re) and the bubble thickness and reattachment point can vary during a 10 s data acquisition interval. Figure 12 shows two different bubble geometries during a single run under nominally steady conditions. At \( t = 1.1 \) s, the separation line departs from the surface early (first measurable at approximately 8%c) and at a small angle, with transition to turbulence and reattachment at about 80%c [as shown in Fig. 12(a)]. At \( t = 4.0 \) s, the bubble grows much faster and the turbulent reattachment is followed by growth of the turbulent boundary.
layer. This phenomenon has been termed bubble flapping and is consistent with the findings of Ref. 25 that a shear layer that was farther from a wall had larger disturbance amplification rates due to a decrease in viscous damping. In general, larger amplification rates lead to earlier vortex roll-up, as observed here.

Based on the combination of instantaneous and time-averaged data from PIV in the wind tunnel and dye injection in the water channel, one can distinguish three distinct types of flow field: type (1) laminar separation with vortex roll-up beginning after the trailing edge; type (2) laminar separation with vortex roll-up beginning over the airfoil and no reattachment; and type (3) laminar separation with reattachment. Flow fields of type 1 and 2 occur before $\alpha_{crit}$ and are associated with the non-reattached flow state, SI, whereas type 3 occurs after $\alpha_{crit}$ where the flow reattaches before the trailing edge as SII. The boundary layer on the pressure side is always laminar, but with separation before the trailing edge at $\alpha = 0^\circ$ [Fig. 13(a)]. Examples of time-averaged and instantaneous flow fields of type 1, 2, and 3 can be found in the top, middle, and bottom row, respectively, of Fig. 13.

PIV and dye injection images of the same flow type look very similar, and the measured separation locations and angles at a given $\alpha$ are nearly identical. The main difference is that the dye injection images show a transition from flow field type 1 to type 2 at earlier $\alpha$. The earlier transition is caused by higher turbulence intensities ($T = 1.7\%$) in the water channel. When vortex roll-up occurs after the trailing edge (type 1), the primary instability mode is a wake mode that two opposite-signed shear layers interact. With increasing $\alpha$, the roll-up moves forward until it now occurs over the solid surface (type 2) and the primary instability mode is in the separated shear layer. Following transition from SI (separated without reattachment) to SII (separated with reattachment), at and after $\alpha_{crit}$, the first wavy motions can be seen in the shear layer of the short laminar separation bubble. It is the rapid growth of this mode that leads to pairing and transition and a flow that is reattached, in the mean, though no instantaneous flow field resembles this mean.

### D. Wake vortex shedding frequency

Wake vortex shedding frequency data from seven tests, expressed as a Strouhal number ($St = f\Delta l/U$), have been plotted for $x < x_{crit}$ (flow field types 1 and 2) in Fig. 14. Reliable measurements could not be made after $x_{crit}$ because of the increased diffusion of dye before the trailing edge due to increased mixing in the reattached boundary layer when an LSB forms. $St$ remains between 3 and 3.3 for $0^\circ < x < 3.5^\circ$, but decreases slightly as $x$ increases from $3.5^\circ$ to $4.5^\circ$ to approximately $2.6$, before increasing to approximately $3.25$ at $x = 5^\circ$ and remaining nearly constant until $x = 8^\circ$. Three data points for $6^\circ < x < 7^\circ$ show $St$ between $1.5$ and $1.62$, corresponding to approximately half the mean values for all other tests. The existence of prominent first subharmonics suggests a vortex pairing or merging process.

$St$ can be determined using DNS force time traces, as wake vortex shedding causes oscillations in lift and drag. Figure 15 shows the lift and drag force oscillations over ten convective time units for the simulations at $\alpha = 4^\circ$, $7^\circ$, and $10^\circ$. DNS $St$ values at $\alpha = 0^\circ$ and $4^\circ$ fall within the same range as experimental data in Fig. 14, though the $7^\circ$ point lies below the experimental equivalent. The time traces show numerous modes at this $\alpha$.

In Fig. 14, the abrupt jump in $St$ between $\alpha = 4.5^\circ$ and $5^\circ$ coincides with the vortex roll-up location moving upstream of the trailing edge. This phenomenon has been termed bubble flapping and is consistent with the findings of Ref. 25 that a shear layer that was farther from a wall had larger disturbance amplification rates due to a decrease in viscous damping. In general, larger amplification rates lead to earlier vortex roll-up, as observed here.
edge, which occurs at approximately $\alpha = 5.5^\circ$. The jump in $St$ may be due to a wake instability being replaced by a separated shear layer instability as the dominant instability mode. Reference 46 investigated vortex shedding behind a cantilevered wing at $Re$ as low as $10^4$, and found that $St$ decreases with increasing $\alpha$ at a given $Re$, although the change in $St$ with $\alpha$ was less pronounced at smaller $Re$. It is common to define the Strouhal number using the length of the airfoil projected in the cross-stream plane, $d$, as the characteristic length scale: $St^+ = fd/U$. For a NACA 0012 at $Re = 2 \times 10^4$, Ref. 46 found that $St^+$ fell between approximately 0.3 and 0.45 at small $\alpha$ ($0^\circ$, $2^\circ$, $3^\circ$). This matches the $St^+$ range found here ($\sim 0.29$–$0.39$), for the same airfoil thickness. On the other hand, Ref. 47 found that $St^+$ did not vary significantly with $\alpha$ for a given $Re_{\text{el}} = Ud/v$ when there was laminar separation without roll-up before the trailing edge ($\sim 0.38$ for a NACA 0012 at $\alpha = [0^\circ$, $3^\circ$, $3.75^\circ]$), and then dropped when roll-up occurred before the trailing edge. Neither of these trends are obvious in the current data. In the future, we plan to investigate the use of various local length scales in or at the edge of the LSB. It is expected that the most influential length scale will change as the flow structure changes.

E. Influence of viscosity and Reynolds number

The changes in laminar separation bubble geometry and stability have a clear and significant effect on the time-averaged and instantaneous forces and flow fields around $z_{\text{sep}}$, but at these $Re$ viscous effects are important even at small $\alpha$. We have noted already that at
Re = 2 × 10^4, \alpha_{L=0} > 0 and that this airfoil section, with positive camber, generates negative lift at \alpha = 0° [Fig. 6(a)], with upward deflection of streamlines in Fig. 8. At small \alpha, it is the surface locations of the suction and pressure side separation points that determine the aerodynamic performance, and the flow is never completely attached. The effect of varying Re at small \alpha is shown in Fig. 16.

The variation in trailing edge separation location over the suction surface is responsible for systematic Re effects at small \alpha. As Re increases, the separation point moves aft toward the trailing edge, increasing the effective camber of the airfoil section. Now the airfoil acts as if it had positive camber for Re = 40 000 and above. The lift slope at small \alpha is 2\pi or greater, a surprising result that again comes from the shifting location of the trailing edge separation point. Viscous effects are commonly supposed to be detrimental to airfoil and wing performance, but in these respects they are not.

F. The combined effect of Re, AR in experiment

At high Reynolds number, neither Re nor AR would be significant parameters, but at moderate Re, they are and these sensitivities complicate interpretation among realizations (either in the literature or from the same laboratory). Experiments are described here from a number of different model geometries and facilities. The properties are summarized in Table III.
Table III. A summary of experiments and simulations at different Re and AR. * in simulations the span $b = 0.5c$, but boundary conditions are periodic.

<table>
<thead>
<tr>
<th>Flow generator</th>
<th>Re ($\times 10^4$)</th>
<th>$\alpha_{\text{crit}}$ (°)</th>
<th>AR</th>
<th>Turbulence T (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical simulation</td>
<td>2</td>
<td>6–7</td>
<td>1/2 or inf</td>
<td>0</td>
</tr>
<tr>
<td>Wind tunnel</td>
<td>2</td>
<td>10.1</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.0</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.5</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Water channel</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>1.7</td>
</tr>
</tbody>
</table>

The transition from SI to SII at $\alpha_{\text{crit}}$ varies with all of the parameters shown. Table I shows that $\alpha_{\text{crit}}$ decreases with increasing AR. It is well-established that AR affects airfoil measurements at low $Re$, though for $AR < 3$, and that end-plate conditions prevent good two-dimensional approximations for $Re < 10^4$. If three-dimensional disturbances from end-plate conditions perturb the flow, a stronger influence might be expected at lower AR, perhaps decreasing $\alpha_{\text{crit}}$. The effect is opposite, as though a three-dimensional effect were stabilizing the flow in SI, $\alpha_{\text{crit}}$ is lower in DNS than in the wind tunnel, and there are two principal differences: the wind tunnel has background turbulence and the simulation has periodic boundary conditions, not no-slip walls. Simulations with added background turbulence (not reported here) did not show a strong effect from the low turbulence levels obtained in this tunnel environment, and the most likely difference comes from the structures on the foil/end-plate junction. These junction flows are not included in these spanwise periodic simulations, but will be a focus of future work.

IV. CONCLUSIONS

The flow over airfoils and wings at moderate $Re$ is very rich and complex with a number of qualitatively different regimes over varying $\alpha$. These flow regimes are all strongly influenced by the dynamics of the viscous boundary layer, and indeed we find phenomena associated with the first four chapters of Ref. 1 all within one chord length. Two global attractors can be termed SI and SII, associated with laminar separation without and then with reattachment. In these laboratory and computational simulations, but will be a focus of future work.

Table III. A summary of experiments and simulations at different $Re$ and AR. * in simulations the span $b = 0.5c$, but boundary conditions are periodic.

<table>
<thead>
<tr>
<th>Flow generator</th>
<th>Re ($\times 10^4$)</th>
<th>$\alpha_{\text{crit}}$ (°)</th>
<th>AR</th>
<th>Turbulence T (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical simulation</td>
<td>2</td>
<td>6–7</td>
<td>1/2 or inf</td>
<td>0</td>
</tr>
<tr>
<td>Wind tunnel</td>
<td>2</td>
<td>10.1</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.0</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.5</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Water channel</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>1.7</td>
</tr>
</tbody>
</table>

The transition from SI to SII at $\alpha_{\text{crit}}$ varies with all of the parameters shown. Table I shows that $\alpha_{\text{crit}}$ decreases with increasing AR. It is well-established that AR affects airfoil measurements at low $Re$, though for $AR < 3$, and that end-plate conditions prevent good two-dimensional approximations for $Re < 10^4$. If three-dimensional disturbances from end-plate conditions perturb the flow, a stronger influence might be expected at lower AR, perhaps decreasing $\alpha_{\text{crit}}$. The effect is opposite, as though a three-dimensional effect were stabilizing the flow in SI, $\alpha_{\text{crit}}$ is lower in DNS than in the wind tunnel, and there are two principal differences: the wind tunnel has background turbulence and the simulation has periodic boundary conditions, not no-slip walls. Simulations with added background turbulence (not reported here) did not show a strong effect from the low turbulence levels obtained in this tunnel environment, and the most likely difference comes from the structures on the foil/end-plate junction. These junction flows are not included in these spanwise periodic simulations, but will be a focus of future work.

IV. CONCLUSIONS

The flow over airfoils and wings at moderate $Re$ is very rich and complex with a number of qualitatively different regimes over varying $\alpha$. These flow regimes are all strongly influenced by the dynamics of the viscous boundary layer, and indeed we find phenomena associated with the first four chapters of Ref. 1 all within one chord length. Two global attractors can be termed SI and SII, associated with laminar separation without and then with reattachment. In these laboratory and numerical experiments on the NACA 65-312, the progression of two-dimensional and three-dimensional instability modes leads to significant changes in the overall flow structure, as reflected in time-averaged coefficients of lift and drag. We further distinguish two regimes in SI where wake instabilities determine shedding modes (type 1) and where shear-layer instabilities occur over the upper surface (type 2) but do not cause reattachment. The transition to SII comes when the growth rate of the shear layer disturbances is sufficient for the flow to transition to turbulence, which then leads to reattachment. This study has deliberately focused on a cambered airfoil of known practical importance—even if not at these low $Re$, though there is no reason to suppose that the phenomena here are exceptional or particular to this airfoil geometry. Rather, we expect and propose that the basic flow types, and transitions between them, will be found for many smooth and thick (>10%) airfoils and wings at moderate $Re$.

There have been detailed examinations in the literature of the dynamics of the LSB itself from experiment (e.g., Refs. 7, 11, and 14) and in computations (e.g., Refs. 16–18), and these now can be placed in the full context of a flow field development that includes the initial controlling influence of the trailing edge vortex shedding from the pressure side. It will be informative to perform a detailed study of the two- and three-dimensional modes that ultimately control the global flow fields and time-averaged separation patterns discussed here.
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