Fourier-ring descriptor to characterize rare circulating cells from images generated using immunofluorescence microscopy
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Abstract

We address the problem of subclassification of rare circulating cells using data driven feature selection from images of candidate circulating tumor cells from patients diagnosed with breast, prostate, or lung cancer. We determine a set of level features which can differentiate among candidate cell types. We have implemented an image representation based on concentric Fourier rings (FRDs) which allow us to exploit size variations and morphological differences among cells while being rotationally invariant. We discuss potential clinical use in the context of treatment monitoring for cancer patients with metastatic disease.

1. Introduction

Counts of circulating tumor cells (CTCs) have been correlated with outcomes in patients with tumors of epithelial origin including breast cancer, colorectal cancer, non-small cell lung cancer, and prostate cancer [1–5]. For these reasons, research has grown over the last decade. Clinically useful CTC counts have almost exclusively been generated using CellSearch™ [6], which is an FDA approved enumeration method that relies on sample enrichment prior to analysis. Recent research has shown, however, that enrichment prior to analysis results in lower counts of CTCs and the potential loss of entire classes of disease-derived rare cells [7]. CellSearch™ uses an enrichment method based on epithelial biomarkers. However, it is stated in [8] that “invasive tumor cells tend to loose their epithelial antigens by the epithelial to mesenchymal transition process.” This finding further suggests that methods like CellSearch™ that enrich based on epithelial biomarkers are unlikely to capture the full population of cells related to tumor progression. Moreover, in [8] they also emphasize that it is known that there can be epithelial cells in blood that do not have their origins in a tumor. These two deficiencies diminish the CTC count accuracy and hence lessen the impact of these methods as diagnostic tools. On the other hand, newer methods that do not enrich prior to analysis have shown the potential to identify a larger and maybe more complete set of candidate cells but require significant computational analysis as well as human verification [7]. In particular, the class of data generated without enrichment provides for the ability to optimize computational methods because of the large amount of data available, over twelve million cells per CTC test. Therefore, there is motivation to improve the level of automation of detection of CTCs on data generated without enrichment. Increasing the automation of detection of CTCs in this setting is the aim of the research presented here.

Over the last 20 years there has been a steady increase in the number of research papers published surrounding morphological cell image analysis [9]. It has been asserted that the five most significant roles of morphological cell analysis in medical imaging are malignant cell identification and cancer detection, following morphological changes during a cell cycle, cell classification, changes in morphology due to treatments, and morphometrical studies [9]. These roles are all strongly related to identifying a set of features that allow us to categorize candidate cells into these roles.
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Cellular features are generally related to the geometry of the cell and properties of the interior of the cell, and carry a high-level of interpretability. A review of shape representations and description techniques for general images can be found in [10]. Geometric features of cells commonly include area, radius, perimeter, circularity, eccentricity, and irregularity [9,11]. Internal features of a cell include the intensity, texture, and regularity of the nucleus. The combination of these geometrical and internal features have been employed in many pathological tasks, especially related to human epithelial cells [12,13]. These features can be extracted from images and also visually inspected by a pathologist. However, due to the subjectivity involved in visual inspection, there has been an increase in the efforts to quantify these features using computers and to employ additional computer methods to support pathologists. A layout of one such image-guided decision support function is described in [14].

The set of features described above work well in many pathologist tasks, however interpretable features can have significant drawbacks. A major drawback is the reliance on segmentation. Geometric features are only as accurate as the ability to identify the comprehensive boundary of the cell. There have been several methods proposed for improving the automated segmentation of cell events in blood and tissue [15–17]. A second drawback can be the limitation of these features to differentiate cells. For example, there have not been successful classification methods for differentiating between CTCs in patients of different clinical status using these interpretable features alone. Additional discussion of technical and mathematical challenges of automated screening of epithelial cells can be found in [18]. Features that are generated without concern for interpretability and are mathematical in nature sit in the realm of bioinformatics and are referred to as low-level features. Low-level feature methods have been employed in various cell classification tasks and perform with varying degrees of success. A comparison of different feature types together with varying classifiers is discussed in [19].

In this paper, we have identified a set of low-level features that contain strongly differentiating structural information to separate CTC events of interest from white blood cells as well as identify distinct sub populations. Fourier-ring descriptors (FRDs) extract features from cells by combining techniques from bioinformatics and computer vision. Additionally, FRDs contain interpretable information as well as indirectly containing many geometric features.

In the following sections we will first present the data acquisition process together with the composition of the data. Then, we will describe methods that we have considered, and highlight some of their challenges. Next, we will present our image representation technique and our classification structure for classifying a cell.

## 2. Material and methods

### 2.1. Materials

Our analysis has been performed on images generated using the high definition circulating tumor cell (HD-CTC) assay developed by the Scripps Physical Sciences in Oncology Center (Scripps PSOC) as described in [7]. First, we will briefly describe how the data is acquired. Next, we will explain the current two-phase semi-automated algorithm employed at the Scripps PSOC to detect cells of interest. Last, we will define the types of cell populations included in the data set analyzed herein.

**Data acquisition.** The assay developed at the Scripps PSOC produces images using automated fluorescence microscopy. Data evaluated in this paper was generated using three immunofluorescent stains: Alexa555 and pan cytokeratin to highlight epithelial cells, Alexa647 conjugated to an anti-CD45 antibody for WBC detection, and DAPI(385nm) to stain for a nucleus. What separates this assay from many others is the lack of sample enrichment prior to imaging. Images are taken of the entire slide at 10× resolution by an inverted microscope. A set of images corresponding to a slide contains approximately three million nucleated cells, of which less than 0.01 percent are cells of high interest. Cells of high interest are currently detected using a two part semi-automated algorithm.

**Phase I: Automated Detection.** Phase one of the current algorithm is computer automated and utilizes the medical imaging software ImageJ [20]. Cell centers are determined by detecting on the nuclear image channel and computing a center of mass described in [7]. A set of candidate cells of interest are output, based primarily on the intensity of the cytokeratin and CD–45 channels for any measured cell compared to all cells on the slide. Candidate cells are then passed to a technician or pathologist to manually classify.

**Phase II of detection employed at Scripps PSOC: Manual Classification.** The second phase of the algorithm consists of the manual classification of candidate events of interest into one of six groups. The four groups of cells of interest are defined as follows:

1. **CTC-Candidate.** Cells that appear to have a high likelihood of being a CTC. Characterized by bright cytokeratin stain, an intact nucleus, and no CD–45 signal. Cells must be morphologically distinct from surrounding WBCs. This morphological difference typically manifests as a larger nucleus than the neighboring WBCs. These events will then be evaluated by a pathologist to confirm or reject this classification.
2. **CTC-small.** There exists a population of cells that has appropriate levels of cytokeratin expression to be considered a CTC but has an insufficient nuclear size relative to its surrounding white blood cells (WBCs). This population is considered to be a marginal population of CTCs.
3. **CTC-dim.** This population accounts for cells which have insufficient levels of cytokeratin expression to be considered CTCs but do have nuclei that are significantly larger than neighboring cells. This population is considered to be a marginal population of CTCs.
4. **CTC-Ap.** A last marginal population of CTCs comprised of cells that appear to be apoptotic by identification of nuclear fragmentation or cytoplasmic blebbing.

The two remaining populations of cells are WBCs and imaging noise. This naming scheme is consistent with the cell populations presented in [21]. It is the goal of ongoing research to automate this phase of classification using the methods and experimental design presented here.

**Composition of the data set.** The analysis herein was performed on a data set of cells which were hand selected for work done in [22]. This data set consists of one thousand cells: five hundred cells of interest and five hundred white blood cells. The five hundred cells of interest contains two hundred CTC-Candidate and one hundred each of CTC-Ap, CTC-dim, and CTC-Small. Cells in the data set were taken from 39 patients with diagnosed lung, breast, and prostate cancers (25 Lung, 7 breast, 7 prostate). This data set is by no means comprehensive, however, it does provide a proof-of-concept to advance this avenue of research. Furthermore, we note that these samples have not been analyzed by any other method, including enrichment based methods, because in order to do so the ability to use these samples in future Scripps PSOC assay studies could be compromised. A detailed comparison of the Scripps PSOC assay to CellSearch™ can be found in [7].
2.2. Methods

We accomplish this classification by identifying a set of low-level features that can structurally differentiate between cell populations of interest. We will present the challenges of the discussed classification tasks and present our solution.

In the current assay used by the Scripps PSOC a single slide is imaged at 10X resolution. Although a technician can manually classify a cell at 10X resolution, the low resolution fails to capture textural variation within each cell channel. This lack of texture, in turn, makes the implementation of gradient-based feature extraction methods impractical. It is impractical to increase the resolution of the images since an n-fold increase in resolution increases the number of images generated from each channel by a factor of n^2. Additionally, low resolution results in a single cell comprising a small area within an image. The small size of the object makes the extraction of patch-based features unnecessary. Alternatively, treating the image of a single cell as a sole patch requires accurate segmentation of the cell. However, because of the frequency of cell overlap and noise from staining in the cytookeratin channel and CD-45 channel it is challenging to determine comprehensive cell boundaries. Furthermore, the cells themselves carry associated challenges. First, a representation technique which is interpretable and captures characteristics of the cells (including size of the nucleus, levels of cytookeratin expression, circularity, and uniformity of the nucleus, for example), is ideal. Next, a cell has no “correct” orientation which makes it imperative to have an image representation which is rotationally invariant.

Concentric circles have been proposed to handle this issue of rotational invariance in other tasks. Circles have been employed to detect objects in multiple rotations of complex colored images [23]. Additionally, in [24] we see the use of concentric rings combined with wavelet transforms for pattern matching. In the method described in [24], a single representative value for each ring is computed, then a wavelet transform of the series of representative values is computed. More recently we see another method involving the sampling of image values along concentric rings, which was developed with pathological tasks in mind [25]. Although the method being applied to these pathological tasks has performed very well, it requires an exhaustive codebook search method for pattern matching [26]. Thus, we have chosen to combine the desirable components of each method and employ concentric rings together with a transformation while not overly restricting the quantity of information taken from each ring.

The Fourier-ring descriptor (FRD) is based on the Fourier transformations of concentric rings about the nucleus of a cell. FRDs treat the image of a cell as a single patch, have limited reliance on segmentation, are rotationally invariant, and the features can be visualized and carry a high level of interpretability. Our solution does not require comprehensive cell boundaries in all channels, but rather only the computation of the center of mass of the cell nucleus. Due to the nuclear channel being the cleanest of the monochromatic images, this greatly reduces the reliance on whole cell segmentation. Also, the amplitude spectrum of a Fourier transform is rotationally invariant, and thus the amplitude spectrum of the Fourier transform of a ring is also rotationally invariant. Furthermore, by using concentric rings about the nucleus of the cell we are able to obtain size and morphological information for a cell based on the presence, or lack there of, of features on rings of particular radii. Details of the generation of FRD follow in the Experimental section.

3. Experimental

There are two components of our experiment that will be discussed in this section. First, we will discuss our image representation, the Fourier-ring descriptor, in detail. Next, we will discuss our classification structure and how we implement the structure together with our image representation technique.

3.1. Fourier-ring descriptor

The Fourier-ring descriptor (FRD) is an image representation technique based on the Fourier transform of concentric rings constructed about the center of the nucleus of the cell. We first determine a cell center by computing a center-of-mass for each nucleus that is detected in the DAPI image channel using the medical image processing software Imagej [20]. Once we have identified the center of a cell, we begin to construct concentric rings that are centered on the cell center.

We use sixteen concentric rings to generate our image representation. The number of rings was determined by experimentation as discussed in [22]. The steps to generate our image representation are as follows:

(i) We sample a number of evenly-spaced points along a ring of a given radius. An example of the location of these points on a ring of radius six pixels is shown in Fig. 1(c).

(ii) Image values at each of the points shown in Fig. 1(c) are interpolated. This set of interpolated image values determines a periodic curve as shown in Fig. 1(d).

(iii) Given the periodic curve of image values, we then perform a Discrete Fourier Transform (DFT) of the image values and keep the magnitude of the Fourier transform. An example of the amplitude spectrum of a single ring is shown in Fig. 1(e).

(iv) The process of sampling points along a ring and computing the DFT of the interpolated image values at the sampled points is repeated for the sixteen different concentric rings in a single monochrome image channel. Examples of the amplitude spectrums for the sixteen different rings in a channel can be seen in Figs. 2–4.

(v) The amplitude spectrums of all rings from a single channel are then concatenated into a single vector according to increasing radius. This process is then repeated in the remaining image channels and the concatenated amplitude spectrums from within a channel are concatenated with the other channels in the following order: Cytokeratin, CD-45, DAPI.

The number of points sampled along a ring is scaled linearly in accordance with the increase in circumference. Eight points were selected for the ring of radius one based on the maximum number of distinct pixels a ring of radius one could encounter. Image values at the sampled locations are determined using cubic interpolation which causes highly associated values across neighboring rings, but this redundancy is minimized by enforcing sparse feature selection in the classifier. Given that we start with eight sampled points on the inner most ring and scale linearly over the sixteen rings, we obtain a total of 1088 features from a single image channel, and a total of 3264 features over all three channels. Each feature of the FRD corresponds to the magnitude of a single frequency along a specific ring.

3.2. Classification structure

The data analyzed for this paper contains five populations of cells. There are white blood cells, CTC-candidates, CTC-Aps, CTC-dims, and CTC-small. We refer to CTC-candidates, CTC-Aps, CTC-dims, and CTC-smalls as populations of interest. As previously

---

4 Additional information about the rotational invariance can be found in Section 4
described, we consider CTC-Aps, CTC-dims, and CTC-smalls to be marginal populations of CTC-candidates. Initially we want to be able to separate the populations of interest from white blood cells. Separation of white blood cells from populations of interest can first be whittled-down using empirical property values obtained by the Scripps PSOC. Once the population of cells we are looking at has been reduced we can implement a decision tree classification structure. In this decision tree we first want to say with confidence whether or not a given cell is interesting. Once it has been identified as interesting we then ask whether or not the cell is a CTC-Candidate, our most important population of interest. We then proceed to subdivide the populations according to the schematic shown in Fig. 5.

We have chosen to use a decision function determined by an $l_1$ regularized, $l_2$ loss function linear support vector machine classifier as implemented by LIBLINEAR [27]. A discussion of the decision function can be found in Section 4. By implementing an $l_1$ regularized support vector machine we force sparsity of features required for classification. It is desirable for us to encourage sparsity both to limit the number of features we must interpret as well as to account for the potential of over-sampling in the generation of the FRD. By using a support vector machine classifier, we have a way of communicating our confidence in the classification of an event. Cells which are closer to a separating hyperplane may be misclassified while cells far away from the hyperplane may be extremal cases within their class.
4. Theory/calculations

In this section we will address two concepts. First, we have stated that the FRD method is rotationally invariant. We will provide a graphical proof of the rotational invariance of a single FRD which can then be extended to show the invariance of the entire descriptor. Next, we will discuss the type of the decision function that we have implemented at each step in our decision tree classification structure. A description of the optimization problem to be solved and the parameters and variables involved are also included.

4.1. Rotational invariance of FRDs

Here we present graphical proof of the rotational invariance of the amplitude spectrum of the Fourier transform in the context of our application. A rigorous proof of the rotational invariance of the Fourier transform can be found in [28].

Fig. 6 provides us with two images: the first of a cell represented in the cytokeratin channel in its original orientation on the slide image, the second shows the same cell in the cytokeratin channel rotated 60 degrees counterclockwise. For this didactic example, we employed a numerical rotation function that utilizes bicubic interpolation. Next, in Fig. 7(a), we see the curves of interpolated image values along the ring of radius 8 pixels for both the rotated and unrotated versions of the cell. We see that the two image value curves are simply shifted versions of one another, minus slight numerical error. Furthermore, in Fig. 7(b) we see the amplitude spectrums of the two image value curves. From Fig. 7(b), we see that the two amplitude spectrums are nearly identical minus the effect of numerical artifacts present from the rotation. The combination of Figs. 6 and 7 demonstrates that a single FRD generated for a cell is
Fig. 3. The top figure shows all 16 rings in the CD-45 channel for the closest-to-average CTC-Candidate in our data set while the bottom figure shows all 16 rings for the farthest-from-average CTC-Candidate in our data set. The y-axis is the log of the amplitude and the x-axis corresponds to the wavenumber. A image value curve with m points will generate an amplitude spectrum for m frequencies and we recall for the ring of radius \( r \) there will be 8\( r \) image values sampled. The radius increases left to right and top to bottom.

4.2. Discussion of decision function

A linear support vector machine (SVM) aims to define a decision function based on a hyperplane that separates data into two half spaces. Data is classified by which side of the separating hyperplane a datum falls on. We define the separating hyperplane by the equation \( y(x) = w^T x + b \). In a classification task involving two classes of data with the standard ±1 labeling, the classification of a novel data point \( \hat{x} \) is determined by

\[
D(\hat{x}) = \begin{cases} 
\hat{x} \in C^+ & \text{if } w^T \hat{x} + b \geq 0 \\
\hat{x} \in C^- & \text{if } w^T \hat{x} + b \leq 0 
\end{cases}
\]

where \( C^+ \) corresponds to the class of positive samples and \( C^- \) corresponds to the class of negative samples.

In all of the classification tasks reported here we have implemented the linear, \( l_1 \) regularized, \( l_2 \) loss function SVM as implemented by LIBLINEAR [27]. The \( l_1 \) regularized, \( l_2 \) loss function linear SVM is defined by minimizing

\[
\min_w \|w\|_1 + C \sum_{i=1}^n \max(0, 1 - y_i w^T x_i)^2. \tag{1}
\]
In the cost function shown in (1) there are several terms to be defined. First, \( w \) is defined to be the normal vector to the linear separating surface. Next, \( x_i \) is a data point with corresponding label \( y_i \). When trying to separate two groups of data, the standard convention is to label one class as +1 and the other with −1. Lastly, in (1) we see the variable \( C \) which is a parameter that determines the contribution of the loss function to the cost function. All accuracies presented here in have been generated using \( C = 1/2 \). We refer to this formulation as an \( l_2 \) loss function SVM based on the second component of the cost function referred to as the loss function. A loss function penalizes for generating a hyperplane that misclassifies events. In particular, an \( l_2 \) loss function penalizes more for points that are strongly misclassified and less for those that hover near the hyperplane. This formulation of an SVM is referred to as \( l_1 \) regularized because of computing the 1-norm on the vector \( w \) inside the cost function. Using the 1-norm of \( w \) encourages sparsity in the normal vector. This, in turn, encourages sparsity of features used in a classification task due to the definition of the decision function.

5. Results

Our results can be divided into two categories: quantitative and qualitative. In our quantitative results section we will discuss the accuracy of the different decision functions for each branch of our previously discussed decision tree. Next, in the qualitative results section we will provide reconstructions of cells using features selected by the decision functions in 95% of trials for a given classification task.
5.1. Quantitative results

In accordance with the decision tree structure outlined in the Classification Structure section, we need to determine decision functions that can first differentiate between white blood cells (WBCs) and events of interest (EOI). Next, we want to be able to separate the EOI into CTC-Candidate and all marginal populations. Third, we want to separate CTC-dim from CTC-Ap and CTC-Small within the marginal populations. Last, we want to separate CTC-Small from CTC-Ap. In Table 1 we see that we obtain the accuracy for each decision function in the classification tree to be $99.52 \pm 0.48\%$, $92.16 \pm 2.70\%$, $89.76 \pm 3.89\%$, and $82.48 \pm 5.11\%$, respectively. The classification tasks become more challenging and have larger standard deviations the farther down the decision tree we move. Of particular interest is the classification task separating CTC-Ap from CTC-Small which suggests higher levels of overlap between these two populations which concurs with the Scipps PSOC visually determined definitions of these two cell populations. Given this result, we decided to also explore all other pairwise classification tasks, the results of which are also shown in Table 1. A discussion of these results and their connection to pathologist experience is included in the discussion section.

Also shown in Table 1 are the number of features that were selected as important for classification by enforcing sparsity in 95% of the trials run. In each trial the data for each class in the classification task is randomly partitioned to have 75% used for training and the remaining 25% for testing, as well as matching the size of the two groups. There does not appear to be a connection between the accuracy of a given classification task and the number of features selected in 95% of the trials. Table 1 also highlights an important fact about the CTC-Ap cells. All of the pairwise classification tasks separating CTC-Aps from another cell of interest have the lowest pairwise classification accuracies. This reflects the biological

<table>
<thead>
<tr>
<th>Classification Task</th>
<th>No. of features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBC vs Events of Interest</td>
<td>85</td>
<td>99.52 ± 0.48</td>
</tr>
<tr>
<td>CTC-Candidate vs. All other</td>
<td>122</td>
<td>92.16 ± 2.70</td>
</tr>
<tr>
<td>CTC-Candidate vs. CTC-Ap</td>
<td>63</td>
<td>92.64 ± 3.35</td>
</tr>
<tr>
<td>CTC-Candidate vs. CTC-dim</td>
<td>84</td>
<td>93.76 ± 2.79</td>
</tr>
<tr>
<td>CTC-Candidate vs. CTC-Small</td>
<td>63</td>
<td>93.20 ± 3.16</td>
</tr>
<tr>
<td>CTC-Ap vs. All Other</td>
<td>44</td>
<td>81.20 ± 5.26</td>
</tr>
<tr>
<td>CTC-Ap vs. CTC-dim</td>
<td>110</td>
<td>89.50 ± 3.60</td>
</tr>
<tr>
<td>CTC-Ap vs. CTC-Small</td>
<td>167</td>
<td>82.48 ± 5.11</td>
</tr>
<tr>
<td>CTC-dim vs. All Other</td>
<td>75</td>
<td>86.40 ± 4.32</td>
</tr>
<tr>
<td>CTC-dim vs. Other Marginal</td>
<td>55</td>
<td>89.76 ± 3.89</td>
</tr>
<tr>
<td>CTC-dim vs. CTC-Small</td>
<td>76</td>
<td>96.00 ± 2.77</td>
</tr>
<tr>
<td>CTC-Small vs. All Other</td>
<td>48</td>
<td>87.12 ± 5.42</td>
</tr>
</tbody>
</table>
property of this class. CTC-Aps are cells undergoing apoptosis. Apoptosis involves many stages and consequently has the largest variation within the populations of interest as the cells likely represent different events in the apoptotic cascade.

In evaluating the significance of the information provided in Table 1, it is important to acknowledge what the number of reoccurring features means. A large number of reoccurring features means that the classification task is more robust to the training set, while a small set of overlapping features means there is more variation in the classifiers. The features that do reoccur with high frequency, however, provide information as to what are consistently important features. To evaluate what these results reveal, we have broken down the distribution of the reoccurring features across each channel for each classifier in Tables 2–4. In these tables, we have separated a cell into four regions. First, the inner region refers to the area contained within the first four rings, a circle of radius 4 pixels oriented about the cell center. Second, the inner-center of a cell corresponds to the area after the fourth ring up to, and including, the eighth ring. Next, the outer-center of the cell is the area after the eighth ring up to, and including, the twelfth ring. Last, we refer to the area after the twelfth ring up to, and including, the sixteenth as the outer cell.

Table 2 highlights some very interesting observations. First, from the first row we note that the distinguishing information between CTC-Candidates and other cells of interest, in the cytokeratin channel, is contained outside of the inner-region of the cell. A second observation from this table is that in all of the pairwise classification tasks including CTC-Candidates, the outer-regions (outer-central and outer) contain a higher number of important features for distinguishing CTC-Candidates than the inner-regions. Third, we notice that the pairwise classification tasks involving CTC-Ap have the highest number of cytokeratin features, and that they occur in significant quantity in all of the cell regions. Fourth, we see that no classification task involving CTC-dim as an individual population have a frequently reoccurring cytokeratin feature in the inner-cell. Next, we note that the distribution of reoccurring features are nearly identical for the CTC-Candidate versus CTC-Ap and CTC-Candidate versus CTC-Small classification tasks. Additionally, we see that the last four rows of the table contain the smallest number of cytokeratin features reoccurring.

From Table 3 we can draw additional conclusions. Of particular note is the non-trivial nature of this table. This table shows that, despite what we initially thought, the CD-45 channel plays a role in many of the classification tasks involving cells of interest. For example, in the row describing CTC-Ap vs. CTC-Small we see the highest number of CD-45 features. This could suggest one of several hypotheses. First, since CD-45 is a characteristic of white blood cells, does the presence of outer-region CD-45 features suggest frequent overlap with white blood cells for one of the two populations? Second, does the presence of the CD-45 suggest that our method is capturing features that support the knowledge that apoptotic cells non-specifically bind to antibodies as dying cells may have more epitopes exposed? Third, are there existing sub-populations of these cells of interest which express non-trivially in the CD-45 channel?

Finally, we consider the significance of DAPI features, as shown in Table 4. Similar to Table 2, we can immediately note the small

<table>
<thead>
<tr>
<th>Classification Task</th>
<th>Inner</th>
<th>Inner-Central</th>
<th>Outer-Central</th>
<th>Outer</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTC-Candidate vs. All Other</td>
<td>1/122</td>
<td>13/122</td>
<td>16/122</td>
<td>22/122</td>
</tr>
<tr>
<td>CTC-Candidate vs. CTC-Ap</td>
<td>0/63</td>
<td>4/63</td>
<td>11/63</td>
<td>10/63</td>
</tr>
<tr>
<td>CTC-Candidate vs. CTC-dim</td>
<td>0/84</td>
<td>5/84</td>
<td>19/84</td>
<td>12/84</td>
</tr>
<tr>
<td>CTC-Candidate vs. CTC-Small</td>
<td>0/63</td>
<td>3/63</td>
<td>12/63</td>
<td>7/63</td>
</tr>
<tr>
<td>CTC-Ap vs. All Other</td>
<td>3/44</td>
<td>9/44</td>
<td>8/44</td>
<td>4/44</td>
</tr>
<tr>
<td>CTC-Ap vs. CTC-dim</td>
<td>29/110</td>
<td>25/110</td>
<td>13/110</td>
<td>5/75</td>
</tr>
<tr>
<td>CTC-Ap vs. CTC-Small</td>
<td>12/167</td>
<td>24/167</td>
<td>16/167</td>
<td>15/167</td>
</tr>
<tr>
<td>CTC-dim vs. All Other</td>
<td>0/75</td>
<td>8/75</td>
<td>6/75</td>
<td>5/75</td>
</tr>
<tr>
<td>CTC-dim vs. Other Marginal</td>
<td>0/55</td>
<td>5/55</td>
<td>3/55</td>
<td>4/55</td>
</tr>
<tr>
<td>CTC-dim vs. CTC-Small</td>
<td>0/76</td>
<td>1/76</td>
<td>8/76</td>
<td>8/76</td>
</tr>
<tr>
<td>CTC-Small vs. All Other</td>
<td>2/48</td>
<td>6/48</td>
<td>2/48</td>
<td>7/48</td>
</tr>
</tbody>
</table>
number of features located in the inner-cell. Next, we note that when separating CTC-Candidates from all other cells of interest, or from either CTC-Ap or CTC-Small in pairwise classification, the bulk of the reoccurring features occur in the inner-central region of the cell. Also, we observe that CTC-dim versus all other marginal and versus CTC-Small show heavily weighted central-regions of the cells. Furthermore, we see that the outer-region of the cell, in the DAPI channel, is the most heavily weighted region in three classification tasks: CTC-Candidate vs. CTC-dim, CTC-Ap vs. CTC-dim, and CTC-Ap vs. CTC-Small.

The above observations reinforce many of the characteristics currently considered in manual classification. CTC-Candidates, for example, are identified, in part, by the intensity of cytokeratin, size, and cytokeratin which encompasses the over sized nucleus. This is reflected in the significance of the inner-central DAPI features together with the heavily weighted outer-region cytokeratin features. Additionally, CTC-dims are characterized by their large nucleus and low cytokeratin expression. Thus, in the the CTC-Candidate versus CTC-dim classification the presence of heavily weighted outer-region DAPI and cytokeratin features is in agreement with manual classification. A CTC-Candidate will have have cytokeratin in the outer-region of the cell but limited DAPI, while a CTC-dim will have limited cytokeratin expression overall but strong DAPI expression in the outer-region of the cell. These reflections of characterizations used in manual classification show that FRDs capture both interpretable, significant and biologically relevant structural information pertaining to different classification tasks.

5.2. Qualitative results

Given the high accuracy of each of our decision functions, and the insights afforded to us by determining reoccurring features, we want to visualize the reoccurring features and observe if these visualizations could be interpreted by pathologists in a meaningful way. For each classification task there were 25 trials run. In each trial, the data was randomly-partitioned for training and testing using the standard 75/25 partitioning. Within each trial, a decision function was built using the LIBLINEAR $l_1$ regularized, $l_2$ loss function linear support vector machine. In each trial, a subset of the features are selected as important for the given classification task. After running the trials we can identify the features that are selected in 95% of the trials, the number of which can be seen in Table 1. The design of the FRD allows us to invert the descriptor and visualize individual features or observe a single cell reconstructed using a specific set of features. We have reconstructed specific cells using the set of features selected in 95% of trials for various classification tasks. In this way we can visualize our results and further understand the differentiating structure for an indicated classification task.

We define two different cells of each class. The cell with the prefix “closest” refers to the cell of a given class which had the FRD closest to the average FRD across that class. Similarly, we define the prefix “farthest” to mean the cell of class who’s FRD was the farthest from the average FRD across that class. We determine the closest and farthest from average FRD using the Euclidean distance measure. The following figures show the reconstructions of the closest and farthest average cells of each class involved in the indicated classification task. In Figs. 8–18 we see reconstructions of cells using features from different classification tasks. For each of these figures, the image directly below a labeled cell image is the reconstruction of the labeled cell for the given feature set. Additionally, all images have been shown using a color axis bounded between 0 and 255. Thus, though some of the images may appear dim the intensity of the colors in the reconstruction are not artifacts but rather capture important differences.

First, contained in Fig. 8 we see reconstructions of representatives of each cell type using the reoccurring features from the
Fig. 8. A visualization of the differential structure used to separate CTC-Candidates from all other cells of interest.

Fig. 9. A visualization of the differential structure used to separate CTC-Candidates from CTC-Aps.

Fig. 10. A visualization of the differential structure used to separate CTC-Candidates from CTC-dims.
**Fig. 11.** A visualization of the differential structure used to separate CTC-Candidates from CTC-Smalls.

**Fig. 12.** A visualization of the differential structure used to separate CTC-Aps from all other cells of interest.

**Fig. 13.** A visualization of the differential structure used to separate CTC-Aps from CTC-dims.
CTC-Candidate versus all other cells of interest classification task. We see, in this figure, that CTC-Candidates are distinguished from the other cells of interest based on the uniformity and thickness of cytokeratin in the central-cell together with greater amounts of inner-central DAPI present. Within this figure we can also observe the similarities between the reconstructions for each of the farthest-from-average cells. The similarities between the farthest-from-average cells for these cell types illustrate the high-level of variation in the current labeling of data. Furthermore, we observe the lack of features/structure from the inner cell. This lack of inner structure suggests that at the given resolution, the central cell/center of the nucleus contains limited structurally differentiating information. Biologically, this is significant since research has shown that there is differentiating information contained in the nuclei and that at the current resolution this information is not being captured.

Next, Fig. 9 captures discriminating information between CTC-Candidates and CTC-Aps. Based on the reconstructions shown, we can infer that CTC-Candidates can be separated from CTC-Aps based on a more uniform and intense nucleus, more uniform cytokeratin extending into the outer-center region of the cell, and a less circular shape. The first inference is based on the bright inner cell DAPI. Our second inference is based on the purple hue of the outer regions of the closest-to-average CTC-Candidate, as purple suggests the presence of both DAPI and cytokeratin. Additionally, the purple in the closest-to-average CTC-Candidate appears uniform in its intensity suggesting uniformity in the two contributing channels.

According to Fig. 10 the combination of outer-central cytokeratin expression and outer DAPI expression contribute to the differential structure between CTC-Candidates and CTC-dims. Visually, the category of CTC-dim is more uniform than many of the others, but still contains size variation in the nucleus of the cells. Thus, since CTC-dims typically have larger nuclei than CTC-Candidates, the presence of outer cell DAPI features for discrimination is in agreement with visual classification criterion.

**Fig. 14.** A visualization of the differential structure used to separate CTC-Aps from CTC-Smalls.

**Fig. 15.** A visualization of the differential structure used to separate CTC-dims from all other cells of interest.
Fig. 11 illustrates the differentiating structure between CTC-Candidates and CTC-Smalls. Of note in this figure are the inner-central cytokeratin features and outer DAPI features. CTC-Smalls are biologically classified based on their high cytokeratin expression, but small nucleus and overall cell size. Thus, the presence of DAPI in the outer cell highlights the size variation between these two cell populations, as does the location of the cytokeratin which would not extend beyond the inner-central rings in a cell of small size. We also note, in this figure, the presence of outer DAPI features in the CTC-Small shown can be attributed to the close-ness of the neighboring cells in both the closest-to-average and farthest-from-average cells.

The visualizations shown in Fig. 12 make the low performance of the CTC-Ap versus all other cells of interest classification task very understandable. From Table 1 we see that the CTC-Ap one-versus-all classification task has the lowest accuracy of all one-versus-all tasks. Visually, there appears to be much less structurally differentiating information contained in this classification task. Both the closest-to-average and farthest-from-average cells of each cell type are very similar to those of the CTC-Aps. As mentioned in the qualitative results section, CTC-Aps are cells undergoing apoptosis. This figure suggests that the labeling of CTC-Aps, based on visual inspection, likely has captured cells of the other cell populations which may be undergoing apoptosis. Additionally, we note that this classification task had the fewest number of reoccurring features suggesting that the classifier is highly dependent on the set of cells used for training. A consequence of the small number of reoccurring features is a less complete reconstruction.

Despite the lack of differential structure for separating CTC-Aps from all other cells of interest, there is differential structure in the remaining CTC-Ap pairwise classifications. For example, in Fig. 13 we see that inner cytokeratin and non-uniform outer DAPI are involved in separating CTC-Aps from CTC-dims. In fact, this classification task is the only task with apparent cytokeratin in the inner cell. Next, in Fig. 14 we again see the differential structure returning to the outer regions of the cell to differentiate between

Fig. 16. A visualization of the differential structure used to separate CTC-dims from other marginal cell populations.

Fig. 17. A visualization of the differential structure used to separate CTC-dims from all CTC-Small.
CTC-Aps and CTC-Smalls. Although there is a weaker level of separation between CTC-Aps and CTC-Smalls, according to Table 1, by observing the reconstructions, there are clear differences between the cell populations involved. These differences are especially pronounced between the farthest-from-average cells, although the farthest-from-average CTC-Small closely resembles the closest-to-average CTC-Ap. In many of the classification tasks shown, we see a wider range of similarity between the farthest-from-average cells of different types. Biologically, the patterns of similarity in the CTC-Ap versus CTC-Small classification task could suggest a greater overlap of these two populations.

Moving to Fig. 15 we see our first case of a heavily-weighted inner DAPI, and the DAPI channel being used almost exclusively, for separating cell populations. Fig. 15 shows reconstructions based on the classification task of separating CTC-dims from all other cell populations. Observing the reconstructions we see DAPI features, the other channel features are overwhelmed, and note the size, circularity, and uniformity of the DAPI in the CTC-dim reconstructions. The other populations of interest, however, have more asymmetry and smaller areas of intense DAPI expression. Again, this mirrors the characterization used in visual classification in which a CTC-dim is characterized largely by the size of the nucleus and limited to nonexistent cytokeratin.

The remaining classification tasks for distinguishing CTC-dims from other populations are visualized in Figs. 16 and 17. In both the classification task separating CTC-dims from the remaining marginal populations and separating CTC-dims from CTC-Smalls, we again see the majority of the features coming from the DAPI channel. Also, we again see that the reconstructions of CTC-dims show a larger region of uniform DAPI intensity which are more uniform and circular than the reconstructions of the other cells.

Finally, we consider Fig. 18 which contains the reconstructions of all cells using the reoccurring features selected to separate CTC-Smalls from all other cells of interest. This classification task also uses the second fewest number of reoccurring features for reconstruction, suggesting, like CTC-Ap versus all other cells of interest, that the classifier is highly dependent on the training set. We do, however, see that the inner and inner-central DAPI and cytokeratin play a role in differentiating between the cells. Thus, we are again capturing the size information of the CTC-Smalls.

The culmination of these visualizations allow us to describe the features that are consistently evaluated at each branch of our decision tree. First, we classify according to the features shown in Fig. 8. Next, we classify based on the features shown in Fig. 16. Finally, we separate based on the features shown in Fig. 14. This amounts to first looking at the combination of central cell cytokeratin and inner cell DAPI, then looking for at the uniformity, size, and circularity of the DAPI features from the inner cell to the outer-central cell, and then finally looking at the combination of outer-central to outer DAPI features and outer-central cytokeratin.

The variation across reconstructions of a single cell show that there is strongly distinguishing structure within a cell that changes depending on the classification the reconstruction is based on. By observing the various reconstructions we can highlight tasks where there is more or less differentiating structure. Again, this knowledge allows us to understand the classifications and define hard lines between what we look for in a cell in order to belong to a certain cell population.

While many of our features can be connected to features that are currently used in visual classification, there are several benefits to computer automated classification. First, in addition to being objective an automated classification method, when properly optimized, could reduce valuable labor hours needed to evaluate a single patient sample. Second, due to the construction of the FRD, we are evaluating information extracted from a pixel level which cannot be accomplished by the human eye. Thus, by using an automated method, we have the ability to use all available information in a cell to classify all events. Finally, most importantly, by using

---

**Fig. 18.** A visualization of the differential structure used to separate CTC-Smalls from all other cells of interest.
a numerical approach to classification we are able to express the unbiased confidence of our classification of a single event.

Using a support vector machine classifier, we determine the class of a cell in a training set based on the sign of the decision function value. For data which is linearly separable, the decision values of one class will all be greater than or equal to one, while all of the decision values of the other class will be less than or equal to one. Thus, for data points in the training set, the larger the magnitude of the decision function value, the greater our confidence in the classification of the event. For example, in Fig. 19 we see a plot of the decision function values for all the points in a training set for one trial of the CTC-Candidate versus all other cells of interest classifier. In this example we consider the points that have been visually classified as CTC-Candidates to be the positive (red) class, while the cells which have been visually classified as other cells of interest are the negative (blue) class. Therefore, any point with a decision value greater than zero has been classified by our classifier as a CTC-Candidate, and any with a decision value less than zero has been classified as another type of cell of interest. For any point with a decision value magnitude greater than one, we have confidence in the classification (more confidence the larger the magnitude). However, points with decision values between one and negative one, we are less confident in the classification. In this way we can quantify the confidence of a cell’s classification, which cannot easily be routinely accomplished using visual classification. The results here show that perhaps some cells visually classified into certain cell populations may actually fit better within a different cell population.

To conclude, from the images provided, one can readily observe a significant amount of variation within a single cell class. This is important to be able to quantify for several reasons. Of primary concern is ongoing research connecting quantities of circulating tumor cells to cancer status. If these correlations between quantity of circulating tumor cells and cancer status are based on highly subjective classifications, then there will be doubt as to the validity of those claims. However, if using these visualization techniques and classification methods allow us to not only confidently classify, but also capture all cell types of interest, then we will have confidence in any connections that we may find in the future. While the variation we observe is over a small dataset, it allows us to understand the challenges in generating a set of classifiers that can be readily applied to many patient samples across various cancer types. In supervised learning methods, it is very important to select the right set of data to train your classifiers. From these results, we see that we will need to systematically scale our training set to produce a more universal set of classifiers both within a cancer type and across all cancers.

6. Discussion

The current methods for CTC isolation and characterization are both representative of traditional pathology practice of visual evaluation but also lend themselves to sophisticated and rigorous mathematical frameworks as the data sets are all digital by nature. Human inspection, while of high quality, will always be qualitative and limited to certain scales of data sets leading to a self-evident risk of false negatives. The risk of false negatives associated with manual classification has been present for years in the context of visually based cell classification. A notable area in which problematic false negative rates have occurred is the pap smear. Often, the high false negative rates can be attributed to the fact that manual screening of slides is very labor intensive and requires that technicians, or pathologists, be capable of high levels of concentration for extended periods [29]. For two different cell types of interest in [30] they state the rates of false negative diagnoses in manual rescreening to be 100% and 73.2%. Additional results in [30] show a greater than 25% reduction in the laboratory’s false negative rate when using an automated method for rescreening. Alternatively, in [31] they state a 17.6% manual false negative diagnosis rate and provide results indicating almost a 7% improvement in the false negative rate when assisted by an automated method in primary screening. Although no exact percentage is guaranteed, there are several scenarios in which a statistically significant reduction in false negative rates has been reported after an automated or semi-automated method has been implemented.

The FRD method, when applied to large datasets, could provide more confidence around having more completely interrogated a patient’s sample. There are significant advantages in using computational methods in that patterns can be identified more rapidly. For example, no single parameter currently exists that would distinguish CTCs originating from different organs but a large scale computational approach might indeed be able to do so. However, the more detailed and comprehensive method described herein may lend further insight into distinguishing cancer types and stages of disease.

The Fourier-ring descriptor (FRD) methods developed in this paper are the first that we know of that exploit the rotational structure of cells identified in peripheral blood samples from patients with metastatic breast, prostate and lung cancer cells. We have used these FRDs, along with a linear support vector
machine decision tree classifier to exploit the size variations and morphological distinctions among the cell populations to obtain plausible and quantifiable accuracy benchmarks. While we are not proposing that this automated technique be used in place of visual inspection in making clinical decisions, we do see our methods as offering clinically relevant quantifiable support in their decision processes. Hence, we view this as a first step in developing a useful computer—vision based clinical support tool for the active monitoring of cancer patients based on peripheral blood samples.
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