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Abstract—Interposer-based 2.5D integrated circuits (ICs) en-
able the chip-level reuse of hard intellectual properties (IPs),
also known as chiplets. Such system-level integration shortens
the design cycle considerably for large-scale and heterogeneous
chips. Besides traditional interposers, which only provide pas-
sive elements and routing, active interposers are furthermore
comprised of logic components. When implemented carefully
using a dedicated electronic design automation (EDA) flow, an
active interposer can significantly improve the design quality and
flexibility for 2.5D ICs. In this paper, we present a complete
EDA flow and design strategies targeting such active interposer-
based 2.5D ICs. Our key contributions include the co-analysis
of power, performance, signal and power integrity, and the
related co-optimization of chiplets and the active interposer. Our
benchmark is a 64-core RISC-V architecture, organized into
multiple chiplets and interconnected by a system-level network-
on-chip (NoC). For efficiency, we embed the NoC routers and
integrated voltage regulators (IVRs) into the active interposer.
Moreover, we integrate security monitors into the interposer-
based NoC to protect the system and its shared memories
against adversarial traffic. The simple yet powerful benefit of
this implementation is to offer security by construction, as it
is based on a clear physical separation between critical and
trusted components (the system-level NoC) versus commodity
components (the chiplets). We contrast our active, secured design
to a passive, unsecured design baseline of the same RISC-V
benchmark, and we find that the active design reduces the
silicon area by 18.5%, power by 3.2%, and IR-drop by 73.7%,
respectively.

Index Terms—2.5D IC, chiplet, active interposer, EDA flow, sig-
nal integrity, power integrity, network-on-chip (NoC), hardware
security.

I. INTRODUCTION

NTERPOSER-BASED 2.5D integrated circuit (IC) tech-
nology enables chip-level reuse of heterogeneous intel-
lectual property (IP) components. The underlying functional
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Fig. 1: The two flavors for interposer-based 2.5D ICs.

blocks are designed by different vendors and fabricated as
separate chips, called chiplets, which are then integrated
onto an interconnect carrier, the interposer. Compared to
the traditional 2D IC technology, the 2.5D IC technology
reduces the time to market drastically as it allows designers
to choose commodity, off-the-shelf chiplets and to integrate
them directly at the system level. Thus, 2.5D integration also
renders the system-level design iterations more flexible and
less complex, as such would only require to exchange the
concerned chiplet(s) and re-evaluate the overall system, while
for traditional 2D ICs, one is required to re-design and re-
implement the whole system from scratch.

A. Passive Versus Active Interposer-Based 2.5D Designs

Fig. 1 shows 2.5D ICs in abstraction based on different
types of interposers. In both cases, the chiplets are flipped and
mounted onto the interposer using microbumps (u-bumps).
The passive interposer-based 2.5D IC (Fig. 1(a)), called
passive 2.5D design for simplicity in the remainder, is the
classical approach that allows only for passive elements to be
used in the interposer. Although such passive 2.5D designs
allow for heterogeneous reuse of chiplet IP, refraining from
active elements (i.e., standard cells, repeaters) in the interposer
requires extra efforts for the 2.5D design flow, such as properly
driving signals through long distances, clock distribution with-
out clock buffers, and a delicate implementation of system-
level interconnects like a network-on-chip (NoC).

An active interposer-based 2.5D IC (Fig. 1(b)), called active
2.5D design for simplicity, represents an emerging approach
for better utilization of the interposer silicon. In addition to
the inter-chiplet connections, an active interposer also allows
for active elements. This approach helps to solve essential
challenges arising from passive 2.5D designs by allowing
for, e.g., repeaters for long-distance wiring in the interposer,
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Fig. 2: In modern IC supply chains, potentially malicious third-party
IP components play a major role, requiring tailored security features
as well as trusted design and manufacturing of those features.

regular clock-tree synthesis with clock buffers, flexible NoC
design [1], and improved signal and power integrity [2], [3].

Given their large size, a practical concern for active in-
terposers are yield rates. However, when designing a low-
utilized active interposer (e.g., below 5% utilization), which
is also known as minimally-active interposer [4], the yield
losses are expected to be comparable to passive interposers.
Since process nodes affect defect rates and yield, and also
manufacturing cost, older and mature nodes are preferred for
active interposers [4]. For example, for the recent prototype of
an active 2.5D design [5], the active interposer is implemented
using a mature 65nm technology, while the chiplets are
realized using a 28nm technology. Moreover, with a utilization
of only 0.08 transistors/wm?, the interposer of [5] can be
considered as minimally-active as well.

B. Hardware Security

The notion of hardware security has become ever-more
pressing to ensure confidentiality, integrity, and availability of
data processing—also known as the CIA triad—in electronic
systems [6]. The CIA triad also applies for the hardware
itself [7]. Prominent security features to hinder software-
and/or hardware-based threats at runtime include enclaves for
trusted execution and memory management (e.g., Intel SGX,
ARM TrustZone, or the academic MIT Sanctum; all three are
reviewed in [6]), wrappers for secure design-time integration
of third-party IP modules [8], verifiers of computation and
external communication [9], or secure NoC architectures [10].

It is essential to note that all these features require a fully
trusted design and manufacturing flow, a requirement that is
difficult to realize for outsourced IC supply chains relying on
third-party IP components (Fig. 2). This concern is even more
true for large-scale and heterogeneous systems like 2.5D ICs,
where efforts by the designer/integrator to incorporate security
features can be hampered as follows. For hard-IP chiplets,
security features may not be present at all, or undermined by
untrustworthy design and manufacturing procedures initiated
by the chiplet vendor. For soft-IP cores, security features
have to be tailored for interaction with the cores as well as
for system-level compatibility. Furthermore, security features
targeting soft-IP cores still necessitate trustworthy fabrication.

C. Contributions

Prior works focused on trade-off analysis for active versus
passive interposers in terms of high-level cost [11] or studied

essential components for active 2.5D designs, such as the
power delivery network (PDN) [3] or NoCs [1]. Recently, a
sophisticated prototype of an active 2.5D design was presented
in [5]. ' However, to our best knowledge, there is no prior art
proposing an electronic design automation (EDA) flow tailored
for active interposers and studying passive versus active 2.5D
designs in detail. Besides, prior studies considered only passive
interposer for IP protection [12] or protection against Trojan
insertion [13], but no prior work considered active interposers
to enforce system-level security at runtime.
In this paper, we make the following contributions:

e We present an end-to-end EDA flow for active 2.5D
designs, based on an industrial-grade tool setup.

+ We showcase the flow by implementing a 64-core RISC-
V architecture [14] using chiplets and an active interposer,
and we discuss relevant design strategies. We leverage the
28nm process node for the commodity chiplets, and the
mature 65nm node for the minimally-active interposer.

o We propose and implement security features for the NoC
embedded in the active interposer. This way, the active
interposer becomes the trustworthy backbone for system-
level communication, with a clear physical separation
from the commodity chiplets to be monitored at runtime.

¢ We conduct a thorough design study for that bench-
mark architecture, where we also compare the active
2.5D design with a passive 2.5D baseline counterpart.
According to our experiments, the active 2.5D design,
even with security features, fares better in terms of power,
performance, and area (PPA) as well as signal/power
integrity when compared to the passive 2.5D design
without security features.

II. RISC-V ARCHITECTURE WITH SECURE NOC
A. Overview

We use a 64-core design of the proven RISC-V Rocket
Core architecture [14]. The passive 2.5D baseline of our
64-core design has been introduced as ROCKET-64 in [15].
Fig. 3 illustrates the architecture in overview: it contains
8 Rocket tiles, a central NoC, a memory controller (MC),
and 4 integrated voltage regulators (IVRs). The NoC and its
communication protocol are introduced in Sec. II-C, while the
security features for the NoC are detailed in Sec. II-D.

Each of the 8 Rocket tiles contains 8 Rocket cores, with a
private 16 K B L1 cache in each core, and a 1M B L2 cache
shared across the 8 cores. As explained in [15], to construct
a Rocket tile, we generate an 8-core Rocket system using the

The prototype described in [5] was realized by CEA-LETI researchers in
collaboration with STMicroelectronics. Their active 2.5D design comprises 96
MIPS cores with caches divided into 6 chiplets using a 28nm technology, and
a 65nm active interposer which embraces dynamic voltage-frequency scaling
(DVFS) with switched capacitor voltage regulators (SCVR), NoC links for
interconnects, memory-IO controller, and other regular infrastructures such as
clock network, thermal and stress sensors, and a design-for-test (DfT) scheme.
This demonstrator is a remarkable achievement and could serve well as point
of inflection for the broader acceptance of active interposers. Unfortunately,
in terms of design automation and design flow, the reference [S] does not
provide many insights. In any case, given that the architectures as well as
physical implementations are quite different, we have to refrain from a direct
comparison of our work with [5].
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Fig. 3: The ROCKET-64 architecture, extended from [15].

Rocket chip generator provided in [14]. For the L1 caches, we
attach 8 copies of a 16 KB memory block generated using
a commercial 28nm memory compiler. We use the same
memory compiler for the 1M B L2 cache, which consists of
8 copies of a 128 K B memory block.

B. Organization and Strategies for Active 2.5D Design

There are 30 chiplets in the original passive 2.5D design
of [15], summarized in Table I. Note that the chiplets are
implemented using different, dedicated nodes and the metal
layers for the passive interposer follow the 65nm mature node.
The support of such a heterogeneous technology setup is one
of the main benefits of interposer-based system design. Also
note that, to balance the area required for the signal/power p-
bump arrays in the chiplets with the chiplets’ design utiliza-
tion, each Rocket tile is separated into a Rocket chiplet and
an L2 cache chiplet. Besides the functional chiplets, there are
four inductor and four capacitor chiplets which work along
with the IVRs for power delivery. We use IVRs instead of
off-chip voltage regulators, to reduce the power settling time
and the interposer PDN impedance. Instead of using one IVR
and mounting a digital low-dropout (DLDO) module into each
Rocket tile, as done in [15], here we use 4 IVR modules for
improved power integrity for both the passive and the active
2.5D design (more details are discussed in Sec. IV-D).

TABLE I: Chiplets in the 2.5D ROCKET-64 Designs

. Footprint #I/0 Bumps Tech
Chiplet () | (1 xmm) | (Signal / Power) | Node
Passive & Active 2.5D Designs |
Rocket (8) 1.70 x 1.70 58 /383 28nm
L2 Cache (8) 1.46 x 1.46 92 /104 28nm
Mem. Ctrl. (1) 0.80 x 1.40 588 /112 28nm
Inductor (4) 1.60 x 3.40 - -
Capacitor (4) 0.70 x 1.20 - -
Passive 2.5D Design Onl, |
NoC (1) 0.68 x 1.56 655/ 108 28nm
IVR (4) 0.48 x 1.20 12 /240 130nm

For our active 2.5D design, we integrate the NoC and
the IVR modules directly into the 65nm minimally-active
interposer, instead of implementing them as chiplets. Doing
so has been suggested by prior studies—an NoC within an
active interposer allows for more flexible NoC design and
better chiplet connectivity [1][11], whereas IVRs within an
active interposer achieve a more reliable power supply [2][3].
Embedding the NoC and IVR modules in the interposer
also naturally saves chiplet cost along with all the related
silicon. While embedding modules into the interposer may also
pronounce other concerns like thermal management or area
blockage by additional through-silicon vias (TSVs) required
to link the embedded modules to the package, we argue a
minimally-active interposer design helps to keep such concerns
in bound. Finally, the other chiplets in the active 2.5D design
remain the same as for the passive 2.5D design [15].

Fig. 4 illustrates the cross-section of both passive and active
2.5D designs. Note that the passive 2.5D design (Fig. 4(a))
derived from [15] already comprise an advanced interconnect
structure when compared to classical passive 2.5D designs,
in the sense that bi-directional Advanced Interface Bus (AIB)
drivers [16] are included here to reduce signal bump count
and to mitigate signal distortion in the long and unbuffered
interposer wires. Still, each AIB driver has to be designed
to support a particular range of interconnect length during
chiplet implementation and, thus, the placement of chiplets
is restricted during subsequent 2.5D integration. Therefore,
relying on AIB drivers alone does not provide a fundamental
solution to advance large-scale and complex 2.5D ICs.

Contrary to the passive 2.5D design, our active 2.5D design
(Fig. 4(b)) is completely free from any long unbuffered wires,
as we embed repeaters inside the active interposer.> These
repeaters serve to reduce signal distortion and net switching
power (or energy per bit transmitted). Note that the chiplets for
the active 2.5D design still contain AIB drivers; these drivers
are bi-directional and hence essential for reducing the original
signal bump count by half.

Embedding the NoC into the active interposer serves another
benefit; it enables the assembly of potentially untrusted com-
modity chiplets into a system that can yet remain secure. The
key difference between our approach and prior security studies
is a clear physical separation between commodity and security
components; we do not require any security features within
commodity chiplets, nor any trust assurance regarding their de-

2This insertion of repeaters is performed automatically using the EDA flow
described in Section III.
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Fig. 4: Cross-section of both ROCKET-64 design implementations.
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sign and manufacturing. That is an essential aspect for modern
supply chains, where enforcing security and trust assurances
across all components and involved parties is impractical.
Thus, using our approach, one can maintain full flexibility for
2.5D integration using various off-the-shelf chiplets and still
provide a secure platform. Toward this end, we require some
security features for the NoC (detailed in Sec. II-D), and we
require a trustworthy design and manufacturing flow for the
active interposer containing this secure NoC as well as for
the final 2.5D IC assembly (Fig. 5). As active interposers are
manufactured preferably using mature technologies, we argue
that it is realistic to be able to commission fully trusted design
and manufacturing facilities toward that end.

As just motivated in the context of security, as well as for
minimally-active interposers and high yield rates (Sec. I), we
leverage a mature, commercial-grade 65nm technology node
for the active interposer. We tuned the process design kit
(PDK) rules to match those of the passive 2.5D design rules
in [15] as closely as possible using non-default rules (NDRs);
see Table II. Only the average pitch of C4-bump arrays is
reduced for the active 2.5D design, to fit all C4-bumps within
the smaller die outline of the active-interposer floorplan, but
the reduced pitch has still significant margin over the given
minimum pitch of 180um. Regarding metal layer usage, all
standard cells in the active interposer have their pins located
regularly in M1 (along with some cell-level routing), but the
pins are connected directly to M2 using vias. In other words,
we block M1 for signal routing, which is required to enable a
fair comparison for interposer routing across the passive and
the active 2.5D designs.

TABLE II: Interposer Design Rules

Passive Active
Metal Layer # 4 4 (M2-M5)
Wire Width 04pm  0.4pum (NDR)
Wire Min. Pitch 0.8um  0.8um (NDR)
Via Diameter 0.7um  0.7um (NDR)
p-Bump Diameter 20um
p-Bump Min. Pitch 40pm
p-Bump Array Pitch (Avg.) 80um
C4-Bump Diameter 90um
C4-Bump Min. Pitch 180um
C4-Bump Array Pitch (Avg.) | 400um 360um
Flit Stream (40 bit wide) Protocol CMD
mode
| Lightweight |Read Req
[ ] Extended Read Req
[ Lightweight | Write Req(4B)
NN Extended Write Req(4B)
-} Lightweight | Read Resp(4B)
| Extended Read Resp(4B)
Flito (Header) Flit 1 Flit 2

Lightweight Valid CMD Length Addr Data TID DID RSVD
/[Extended [1b] [3b] [3b] [32b] [32b] [6b] [6b]
[1b]

Fig. 6: Flit representation of the Hybrid-Link protocol [15].

C. Communication Protocol and Overview on NoC

A standardized communication protocol is indispensable for
any system to accommodate IP blocks from different vendors,
and the Hybrid-Link (HL) protocol proposed in [15] is suitable
for inter-chiplet communication in 2.5D ICs. Fig. 6 shows
the functional unit (flit) representation of the HL protocol.
The protocol has two different modes: lightweight for simple
point-to-point connections, and extended for transaction-based
communication. The selection of mode depends on the needs
of the applications running on the system. In comparison to
other protocols used within the Rocket chiplet, like AXI4 and
TileLink, the HL protocol is a simple serializing protocol with
a default flit width of only 40 bits; this is essential to reduce
the number of signal p-bumps per chiplet and, thus, limit their
die outlines and silicon area.

The NoC is generated using OpenSMART [17], and all its
connected components communicate using the HL protocol.
That is, all chiplets have protocol translators attached at their
AIB interfaces to communicate with other chiplets using the
HL protocol. The NoC consists of 12 routers in a 4x3 mesh
topology (Fig. 7). The 4 routers in the middle row connect to
the 4 four channels of the MC chiplet, linking the system
to some shared, external DDR4 memory. The remaining 8
routers are connected to the L2 chiplets using a secure network
interface (SNI), which is described in Sec. II-D. Note that
each Rocket chiplet is connected via direct interposer links
to its L2 cache chiplet, bypassing the NoC for access to this
chiplet-level shared cache. The L2 chiplets, in turn, pass only
requests to the external memory onto the NoC.
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D. Threat Model and Security Features for NoC

Since ROCKET-64 is a multi-core architecture intercon-
nected by an NoC and using an external shared memory,
we have to consider the following security threats [8][10]:
(i) snooping of NoC communication, (ii) spoofing of commu-
nication/transaction identifiers, (iii) modification or diversion
of NoC communication, (iv) malicious access or modification
of data in the shared memory, and (v) leaking of sensitive data
from cores/caches into the shared memory.

We assume that any of these threats can be introduced by
(a) the cores themselves, either unintentionally via “hardware
bugs” or intentionally via Trojans, or (b) malicious software
running on the cores. However, we assume a trusted runtime
environment; any physical attacks conducted by end-users
are out of scope. We also assume that attacks are exercised
explicitly by NoC communication targeting at the shared
memory; any adversarial side-channel activities arising within
chiplets and their cores (e.g., as in [18]) or across cores and
caches (e.g., as in [19]) are also out of scope.

Recall that the NoC, including all SNIs, is residing ex-
clusively in the trusted active interposer. This way, our ar-
chitecture rules out—by construction—the threats (i) to (iii).
Consider for example spoofing: each SNI assigns hard-coded
core identifiers to any request and, thus, a malicious core
cannot masquerade itself. For the remaining threats, i.e., ma-
licious activities targeting at the external shared memory, we
enforce policy-driven monitoring of all memory requests with
the help of SNIs. At its heart, our security scheme is inspired
by the seminal work of Fiorin et al. [10]. However, the notable
difference for ours is the clear physical separation enabled by
2.5D integration—we ensure security by construction, even
in the presence of untrustworthy chiplets, whereas the work
in [10] requires a fully trusted supply chain for all components.

As shown in Fig. 8, each SNI comprises an address protec-
tion unit (APU), a data protection unit (DPU), a flit handler,
and control logic—all encapsulated into a flitmonitor. Further,
each SNI comprises a policy register space (PRS), a secure
interface (UART in our implementation), and some glue logic.
The PRS is managed via the secure interface by an external
trusted system, which also schedules and controls the workload
of the 2.5D ROCKET-64 “workhorse” system.

Flits

Tx FIFO
fc;(r:?;mt Addr &
- Defiitizer %kwu Policies
err from PRS
Control err/ok Tx FIFO
Logic [Addr&
Data i
:- | DPU Policies
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LA B Flitmonitor M Tx FIFO £l
Chiplet o
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Fig. 8: Micro-architecture of NoC security features.

Next, we provide some details on the working of the SNI.
After decomposing incoming Hybrid-Link flits, the control
logic delegates the relevant parameters to the APU and, for
write requests, also to the DPU. Then, APU and DPU leverage
the PRS to check whether to approve or reject the transaction.
For burst transfers, policies are checked for each beat in the
burst until final approval/rejection. Each APU policy describes
the type of transaction, allowed for a particular address range
and core. Each DPU policy describes sensitive data that can
only be written in a particular address range by a specific core.
If no matching policies are found, the transaction is rejected,
an interrupt request (ERR_IRQ in Fig. 8) is delegated to the
external trusted system, and an error response is sent to the
respective core. Note that all flits undergoing APU and DPU
checks are also queued in a Tx FIFO until approval/rejection;
in case of rejection, the FIFO is reset, preventing all the flits
of the entire transaction from being pushed to the NoC.

III. EDA FLOW FOR ACTIVE 2.5D DESIGNS

The interposer in a passive 2.5D design usually contains
only chiplet-to-chiplet interconnects and some additional pas-
sive elements (e.g., decoupling capacitors), which renders such
an interposer analogous to conventional packaging substrates
like printed circuit boards (PCBs). Therefore, in the passive
2.5D design flow proposed in [15], a commercial package-
centric design tool (Cadence SiP Layout) is used for automated
routing of the passive interposer, and the design quality
is measured by RLGC-based SPICE modeling and related
simulation tools (Ansys HFSS, Synopsys HSPICE). For an
active 2.5D design, however, such a flow is not applicable. In
addition to the inter-chiplet connections, an active interposer
also contains active components (i.e., functional blocks with
standard cells). Thus, the active interposer is more like a
separate chip. Even a low-utilized active interposer can include
a large number of active elements (e.g., our active interposer
with 2.68% utilization contains more than 480K standard cells,
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see Table IV in Sec. IV-A). Thus, analyzing all the related
interconnects using the modeling and simulation methods
proposed for in the passive 2.5D design flow is not practical.
Moreover, the passive 2.5D design flow does not support the
placement of active components, to begin with.

Therefore, we propose a novel flow for active 2.5D designs
(Fig. 9). This flow utilizes the classical chip-centric design
and analysis tools (e.g., Cadence Innovus, Synopsys Prime-
Time, Cadence Voltus), which support verified place-and-route
(P&R) algorithms and timing/power evaluation for the active
elements in the interposer within a reasonable runtime. Next,
we describe the stages of the flow. More details are also
discussed throughout the study in Sec. IV.

First, all chiplets are designed and implemented separately,
including any additional blocks required for 2.5D integration
(e.g., I/O drivers, protocol translators). Note that this step is
largely independent of the actual active 2.5D design and may,
especially in commercial setups, also be conducted by external
vendors, as long as these vendors incorporate a standardized
chiplet communication protocols, like Hybrid-Link.

Second, we leverage the interposer PDK and all the chiplets’
physical constraints (e.g., pin locations) to synthesize the
interposer RTL with all its active elements, including the
secure NoC, using a commercial synthesis tool (Synopsys
Design Compiler). We also verify and simulate the security
features using Synopsys VCS.

Third, all I/O bumps, including p-bumps and C4-bumps, are
assigned to the interposer floorplan based on a GUI-guided
arrangement of chiplets on the interposer (and considering
the flip-chip attachment of chiplets). Each chiplet’s p-bump
array is transformed into a corresponding array of I/O pins,
and the C4-bumps are represented by I/O pins with placement
blockages reserved for the pads of TSVs required to connect
the C4-bumps with the metal layers of the active interposer.
For example, Fig. 10 shows the bump arrangement for the
active 2.5D design of this work.

Fourth, we perform the power delivery network (PDN)
design, clock-tree synthesis (CTS), and conduct P&R, all using
a commercial design tool (Cadence Innovus), to generate the
final interposer design. That design now includes an optimized
placement of all modules and all clock trees, along with all

Fig. 10: Bump arrangement and representations as I/O pins for the
active 2.5D design of the ROCKET-64 architecture.

the inter-chiplet links. The prior flow for passive 2.5D design
could not support those heterogeneous requirements.

Fifth, we perform design analyses (PPA as well as signal
and power integrity; SI and PI), again using commercial
tools (Synopsys PrimeTime and Cadence Voltus). This stage
provides more accurate results when compared to the selective,
modeling-based analysis for the passive 2.5D design flow, and
it does so within reasonable runtime.

Lastly, in case the PPA metrics are not satisfactory, or some
SI/PI violations are noted, the interposer design stages are
revisited. While doing so, the concerning designs constraints,
such as the chiplet floorplan(s) or the bump assignments, are
revised. If co-optimization of chiplets and the interposer are
possible (i.e., in case chiplets are not procured as physical hard
IP from other vendors), the chiplet designs are also revisited,
e.g., to reconfigure the I/O driver strengths or power/ground
networks as needed. In general, while we propose a notion of
iterative co-analysis and co-optimization, we note that current
commercial tools would not allow for this to be fully auto-
mated. Given the advanced nature of an active, heterogeneous
interposer design, there is still manual supervision and decision
making required during co-analysis and co-optimization, such
as the revision of design constraints indicated above.

IV. STUDY ON ACTIVE 2.5D DESIGN OF RISC-V
ARCHITECTURE WITH SECURE NOC

Next, we provide a thorough study of our active 2.5D
design. The passive 2.5D design represents the baseline to
quantify the design benefits of the active 2.5D design. For
a fair comparison, both 2.5D designs have most functional
chiplets in common as hard IP, with their respective PPA
results reported in Table III. Fig. 11 shows the layouts of all
chiplets except the passive inductor/capacitor chiplets.

Fig. 12 shows the layouts of both the 2.5D designs. For the
passive 2.5D design (Fig. 12(a)(b)), all inter-chiplet connec-
tions are routed using the Automatic Router of Cadence SiP
Layout. For the active 2.5D design (Fig. 12(c)(d)(e)), the 12
routers of the NoC are placed underneath their corresponding
chiplets, to avoid long wiring between chiplets and their NoC
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TABLE III: PPA Results of Chiplets in Both 2.5D Designs

Chiplet Rocket | L2 Cache | Mem. Cirl. [ASNAGRACIESIY ‘
Design Only)
# Cells 923,764 | 3.670 | 80,986 52,074
WL (m) 1825 | 026 170 1.07
Util. (%) 6073 | 7999 | 13.10 2730
Max Freq. (GHZ)| 110 | 1.4 113 1T
Total Power (W) | 1.035 | 0.019 | 0.068 0.045

The IVR chiplet/module as well as the inductor and capacitor chiplets do
not constitute functional/logic components, hence they are not listed here;
related details are explained in Sec. IV-D.

Rocket chiplet (28nm) L2 cache chiplet (28nm)

embedded
in interposer

MC chiplet NoC chiplet IVR chiplet VR module
(28nm) (28nm) (130nm) (65nm)

Fig. 11: GDSII layouts of the chiplets used in our 2.5D designs. Note
that the NoC and IVR chiplets are used only in the passive 2.5D
design, whereas the NoC and IVRs are implemented as modules in
the active interposer (see also Fig. 12 for the latter).

interface. Recall that the Rocket chiplets are using direct links
to connect to their L2 cache chiplets, while only the L2 cache
chiplets are connected to the NoC (Fig. 7). Therefore, the
related routers are placed underneath the L2 cache chiplets.
The 4 TVR modules are placed at the center of the active
interposer. After GUI-guided floorplanning, regular P&R is
performed for the interposer using Cadence Innovus. More
details for the EDA flow are given in Sec. III.

A. PPA Evaluation and Comparison

Table IV summarizes our active 2.5D design in comparison
with the passive counterpart. Note that this comparison con-
siders an unsecured NoC chiplet for the passive 2.5D design,
and a secured NoC module for the active 2.5D design.

The active interposer incurs 18.5% less silicon area, by
embedding the NoC and the IVRs and thereby reducing the
footprint required for placement of all chiplets along with their
p-bump arrays. The core utilization of the active interposer is

TABLE IV: PPA Comparison of Passive Versus Active 2.5D Design

Passive Active
Chiplet Technology 28nm, 130nm 28nm
Interposer Technology 65nm 65nm
Security Unsecured Secured \
Footprint (mm) 10.8 x 10.8 8.8 x 10.8 (-18.5%)
Interposer Cell # 0 480,709
(Repeater #) 0) (98,639)
Interposer Utilization 0%
# Metal Layers 4 4
Interposer Net # 1,420 481,485
Interposer WL (m) 5.068 30.134 (5.95%)
Avg. Net WL (mm) 3.582 (57.2x)
Interposer Power 172.8 mW 167.2 mW (-3.2%)
Net Power 172.8 mW 80.2 mW (-53.6%)
Cell Power -
Leakage Power -

only 2.68%,? which is considered as minimally-active [4] and
thus free from additional yield losses.

The active interposer is reported with 5.95x total wirelength
of the passive interposer. That is because the active interposer
includes all the wiring for the secure NoC, which is scattered
over the interposer as the routers are attached underneath
their corresponding chiplets, whereas the passive interposer
only contains a much smaller number of simple inter-chiplet
connections. Still, each connection in the passive interposer is
long and unbuffered; these unbuffered wires are on average
57.2x longer than the buffered wires in the active interposer.
These long unbuffered wires consume a large amount of power
during signal transfers, such that the nets’ power consumption
for the passive interposer is reported as more than 2x that of
the active interposer. Regarding the total power consumption
including all active elements, the active 2.5D design still
consumes less power than the passive counterparts, even with
the additional security features in the NoC.

B. Clock Networks for the Active 2.5D Design

While each chiplet has its own clock network built in, the
traditional passive 2.5D design requires additional efforts to
deliver the clock signal to all chiplets as it is not possible to
use clock buffers within the interposer, and there is no clock-
network synthesis in the passive 2.5D design flow [15].

The active 2.5D design, on the contrary, allows for clock
buffers to be inserted in the active interposer and, thus, a
reliable clock distribution can be achieved. Our active 2.5D
design flow makes the interposer clock generation straightfor-
ward, by utilizing the CTS (clock-tree synthesis) engine of the
commercial design tool (i.e., Cadence Innovus).

There are two different clock domains in the active inter-
poser of our active 2.5D design: the one driving all chiplets
(chiplet clock), and the one driving the registers in the in-
terposer (interposer clock). Due to the different technology
nodes leveraged for the chiplets and the interposer (28nm and
65nm), we apply different target frequencies for the two clock
domains (1GHz and 200M Hz), and we use two different

3Note that all cells are placed sparsely, due to the NDRs leveraged from
the passive 2.5D design imposing a 4 larger wire width and pitch than the
regular rules for the 65nm PDK. Thus, the cell utilization may visually appear
higher than 2.68% in Fig. 12(d), but it is not.
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passive interposer

active interposer

A
A 4

rocket chiplets

L2 chiplets

inductors g inductors

(a) floorplan (b) routing

L2 chiplets

rocket chiplets

(c) floorplan

(d) interposer placement

Fig. 12: GDSII layouts of our passive and active 2.5D ROCKET-64 designs.

Fig. 13: Layout of clock trees in the active 2.5D ROCKET-64 design.

clock sources from two dedicated external clock ports. Both
clock ports are located in the middle of the interposer, to
allow for better clock skew control. During CTS, both clock
networks are generated and buffered separately.

Fig. 13 shows both clock networks in the active interposer
layout; Table V provides the metrics for both networks. The
chiplet clock tree has only 17 target leafs which are the clock
source ports for the functional chiplets (8 Rocket chiplets, 8
L2 cache chiplets, and the MC chiplet), and it is constructed
as a simple H-tree with the leafs connected to the respective pu-
bumps of the chiplets. The interposer clock network, however,
has a more complex structure since the active interposer holds
61,617 registers which are spread out. In any case, the CTS
engine of Cadence Innovus can manage this structure well.

Given that the active interposer is implemented in the more
mature 65nm node, the performance of the interposer lacks
behind the 28nm-based chiplets. Still, recall that such hetero-

Y

(e) interposer routing

TABLE V: Metrics of the Active Interposer Clock Networks

Chiplet Clock  Interposer Clock
Target Freq. 1GHz 200M Hz
Clock Skew 0.23ns 1.40ns
Clock Leaf # 17 61,617
Clock Buf/Inv # 52 2,092
Clock WL 34.37Tmm 958.54mm
Clock Power 3.9TmW 41.69mW

geneous setup represents one of the key benefits of interposer-
based systems; one can procure and integrate commodity
chiplets based on advanced nodes, while a mature node is pre-
ferred for the active interposer to manage yield. Moreover, our
flow is able to consider particular cases of high-performance
signals, e.g., the link to the external DDR4 memory, simply by
assigning higher priority on those particular nets and adding
NDRs, to have them routed with optimized transmission delay.

Besides the IVR modules, which are not performance-
critical, the active interposer comprises the secure NoC. How-
ever, the NoC handles only a fraction of the system’s overall
traffic (i.e., the requests to the shared external memory),
whereas the majority of signal transfers stay directly within
the Rocket chiplets or across the Rocket chiplets and their
L2 caches, with the latter using direct interposer links.* Still,
to allow for synchronization between chiplets and the NoC,
we require FIFO structures at all NoC interfaces. Overall,
the active 2.5D design is realized without any “bottlenecks”
arising from the heterogeneous technology setup.

C. Evaluation and Comparison of Signal Integrity

For the signal integrity (SI) analysis of the passive inter-
poser, recall that we employ RLGC modeling of transmission
line samples (Fig. 14(a)) and Monte-Carlo-driven SPICE sim-
ulations. As doing so requires considerable runtime, only a few
critical interconnects with worst-case crosstalk can be studied.

For the active 2.5D design, there are many transistors and
a significant number of wires in the interposer—RLGC mod-
eling and simulation would become even more complex and
more time-consuming. As indicated, the active 2.5D design
is fully compatible with commercial SI tools (e.g., Synopsys

#These direct links are driven by AIB interfaces designed within the chiplets
themselves. Thus, these links are not subject to the interposer target frequency
and rather enable high-performance transmission with delays of only ~50ps.



PARK et al.: DESIGN FLOW FOR ACTIVE INTERPOSER-BASED 2.5D ICS AND STUDY OF RISC-V ARCHITECTURE WITH SECURE NOC 9

250pm
150um 0.86V
200um “—>
0.995ns
300pm
| [100um
A

(a) interposer wire sample (b) eye diagram

Fig. 14: Example for transmission line sample and eye diagram
simulation for the passive 2.5D ROCKET-64 design.

TABLE VI: Signal Integrity Results for Passive and Active Interposer

Passive Interposer

(Sample, Runtime: 30 min)
Eye Width Eye Height
0.995 ns 0.86 V
A erpose esig e: 8

Max Voltage Bump Delta Delay

Bump Width Bump Height Max Net A-Delay
0.701 ns 0.187 V 66.34 ps

Data Rate
1 Gbps

1/O Driver Imp.
50 Q2

A-WNS
85.01 ps

PrimeTime SI), by simply extracting the standard parasitic
exchange format (SPEF) file from the active interposer layout
and importing that file into the SI tool. This way, we can obtain
a comprehensive SI analysis for the entire interposer, and the
runtime for analysis is even much shorter than the simulation-
based analysis for a small selection of worst-case wires in the
passive design. Note that package-centric design tools (e.g.,
Cadence SiP Layout) commonly do not support RC parasitic
extraction and SPEF files but only allow for extraction of, e.g.,
S-parameters and related models. Hence, it is not practical
to use chip-centric SI tools like Synopsys PrimeTime SI to
analyze the passive interposer as well.

Given that the SI analysis involves different steps and covers
substantially different components for the passive versus active
interposer, the results and their interpretation are not directly
comparable in a consistent format. More specifically, the
simulation-based analysis of the passive interposer refers to
eye diagrams (Fig. 14(b)), where a larger width and a larger
height of the eye imply better SI. For the active interposer,
we consider the following two metrics: voltage bump and
delta delay. Voltage bump is an unexpected pulse generated
from crosstalk by neighboring aggressors, and delta delay is
the additional delay a net experiences due to crosstalk. The
lower both metrics, the better the SI. Note that the eye width
of the passive interposer and the delta delay of the active
interposer both describe the “delay” for SI, while the eye
height of the passive interposer and the voltage bump of the
active interposer represent the “signal robustness” for SI.

Table VI shows the SI analysis results for both interposers.
SI results for the passive interposer cover average cases,
whereas the SI results for the active interposer cover the worst-
case for each metric. While the passive interposer incurs a
relatively low voltage drop, recall that the related SI analysis
covers only a small fraction of the interconnects. The active
interposer holds more complex routing structures, which natu-

Input V

IVR
supply V

Feedback

(a) Architecture

m Inductor
——*F
E & PDN
T 3

I I

[ ] [ ]

00O O O
Input  IVR I

V' supply V
(b) Passive 2.5D

Inductor

V supply V
(c) Active 2.5D

Fig. 15: Conceptual view of our power delivery scheme and its
implementation for both 2.5D design designs. Note that both designs
contain 4 instances of that circuitry.

rally result in somewhat larger crosstalk effects (voltage bump,
delta delay). However, the SI analysis is more accurate and
covers worst-case scenarios; thus, the findings are more robust
than those for the passive interposer. Finally, also note that
our SI analysis accurately covers the active interposer, and
represents a solid approximation for a comprehensive 2.5D
system-wide SI analysis. We have accounted for the external
I/O signals of the interposer and all chiplets, using custom
constraints within the design flow, to satisfy timing closure of
the entire active 2.5D design (i.e., also across all the bumps).
Once accurate models for the particular parasitics of the -
bumps and C4-bumps are available, a more detailed 2.5D
system-wide SI analysis can be easily conducted as well, given
that both the interposer and chiplets RC parasitics are already
expressed using SPEF.

D. Evaluation and Comparison of Power Integrity

Power integrity (PI) for the 2.5D designs concerns the power
delivery to all chiplets with as little voltage drop as practically
possible. As indicated, we use IVR modules for both 2.5D de-
signs instead of choosing off-chip voltage regulators, to reduce
the power settling time and the interposer PDN impedance.
Instead of using one IVR module and mounting a digital low-
dropout (DLDO) module into each Rocket chiplet, as done
in [15], here we use 4 IVR modules to improve PI.

Fig. 15(a) illustrates the power delivery circuitry, comprising
an IVR along with coupled inductor and capacitor. The IVR
receives the input voltage (1.2V") and converts it to the 0.9V
supply voltage for the chiplets and active elements. This
supply voltage is charged using the coupled inductor/capacitor,
and is fed to the interposer PDN mesh. The IVR module then
monitors the supply voltage level via its feedback loop, and
compensates the voltage consistently as needed. Each of the
4 IVR modules is designed and placed as separate chiplet
onto the interposer for the passive 2.5D design (Fig. 15(b)),
or embedded directly within the interposer for the active 2.5D
design (Fig. 15(c)).

Table VII lists the power and currents for all chiplets.
To satisfy the power requirements of all chiplets and active
elements, we set the target current load of both 2.5D designs
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TABLE VII: Power Consumption for Chiplets and Interposer in the
2.5D ROCKET-64 Designs, VDD is 0.9V

Chiplet Power (W) | Count | Current (A)
Rocket 1.035 8 9.200
L2 Cache 0.019 8 0.169
Mem. Ctrl. 0.045 1 0.050
Common Chiplets 9.419
NoC 0.068 1 0.076
(Passive Int.) 0.173 1 0.192
Total (Passive 2.5D) 9.687
(Active Int.) | 0.167 \ 1 0.186
Total (Active 2.5D) 9.605

\ Target Supply Current

TABLE VIII: PDN Metrics for Passive Versus Active Interposer

Passive Active
Interposer Metal # 2 (M1-M2) 2 (M2-M3)
Mesh Width / Space (um) 40/ 100 12/ 12
Occupancy (%) 62 30
Implementation Chiplet Module Block
Tech. Node 130nm 65nm
Size (mm) 0.48 x 1.20 0.5 x 0.5
IVR Conversion (V) 3.6 -+ 09 1.2 - 09
Settling Time (n.s) 125 223
Efficiency (%) 76.0 783
Consumed Power (W) 0.70
\ Max IR-Drop (mV) [ 10630

to 10A. Therefore, in both designs, each power supply circuit
(IVR module) is designed for a 2.5A target load.

Table VIII shows the PDN metrics for both interposers. For
the passive interposer, PDN meshes are placed manually using
the package design tool (Cadence SiP Layout), whereas for
the active interposer, we construct the power ring and stripes
using the automated power planner of the chip design tool
(Cadence Innovus). The wire width of the active interposer
PDN is set to the maximum allowed in the commercial 65nm
PDK. The PDN occupancy of the metal layers is less for
the active interposer compared to passive interposer; that is
because routing resources in the active interposer are also
required for signal routing. The IVR metrics also differ, since
the IVR is re-designed for the active 2.5D design using the
commercial 65nm PDK.

The PI analysis flow is different for passive versus active
interposers. While we can only use RLGC modeling and
SPICE simulation (as with the SI analysis) for the passive
interposer, the active interposer is in principle compatible with
the commercial tool (Cadence Voltus). However, the tool by
itself can only consider 2D designs. Thus, we model the active
2.5D design as follows. For the power-rail analysis of the
active interposer, we describe the four p-bump positions of
the inductor chiplets as voltage sources, and we add external
current regions, which indicate the specific areas that draw the
currents, to all chiplets’ VDD p-bump locations. This way, we
can effectively conduct a 2.5D sytem-wide PI analysis of all
components. Fig. 16 shows the resulting IR-drop map of our
active 2.5D design, with the active interposer at the heart of
the PI analysis. The maximum IR-drop of 27.94 mV is just
3.1% of the supply voltage; this drop is 73.7% lower than the
drop observed for the analysis of the passive 2.5D design.

Chiplet VDD
p-bump

i

Voltage
source \N
(u-bump) \ -

IVR supply
(C4-bump)
| 27.94mV

[
IVR input 7 ! -

(C4-bump) | = -
Voltage
source
(-bump)
omv

Fig. 16: IR-drop map for the active interposer. All chiplet’s VDD p-
bump locations are described as external current regions, to capture
their currents drawn from the power rails. IVRs are power supply
units; their IR-drop is omitted.

Overall, for the same target current load, the active 2.5D
design exhibits better PI (i.e., less IR-drop) because there are 4
IVR modules embedded in the active interposer itself, instead
of using 4 IVR chiplets as is the case for the passive 2.5D
design. Embedded IVR modules help to reduce the length of
power paths and thus to better maintain the level of supply
voltage for all the chiplets. Moreover, the chip-centric design
tool (Cadence Innovus) tends to provide more optimized PDN
structures when compared to the manual approach leveraged
for the passive interposer.

E. Evaluation of Secure NoC

The security features of the NoC have been verified and
simulated using Synopsys VCS. We implement a testbench
to run multiple testcases, in the form of various requests to
the external memory originating from different cores running
different applications. We compile the related, exemplary
APU policies describing protected shared and private memory
regions in the external memory, and exemplary DPU policies
describing protected data assets (e.g., private crypto keys) from
leaking into the external memory. For simplicity of simu-
lation, we assume that the external trusted system provides
the APU/DPU policies during bootstrapping and initializes
the SNIs accordingly. We also consider only the essential
component, i.e., the SNI as security-enforcing interface right
before the NoC router, and we neither consider the NoC itself
(with all its routers working in tandem) nor all chiplets. Next,
we describe a representative simulation run in some detail.

Fig. 17 shows the VCS simulation waveform for two mem-
ory requests, both originating from the core with ID 02. The
first request is a simple Hybrid-Link read request (lightweight
mode), which is approved. The related incoming flit (with
packet *_5022) is checked against all the policies relevant for
this core (only one policy is illustrated in the waveform). As
none of the policies is disapproving this request, the flit is
passed onto the NoC. The second request is a more complex
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# | Desig. Signal Valug
20000 25000 30000 35000 40000 45000 50001

1 ||||| ||||| P 1 ||||||||||||||||||||||||| |||
sG FLIT_to_FLITMONITOR
001| Sim | clk St0-
002| Sim | i_flit[39:0] 40'h0|_*000_0000 J(*_5022) 00_0000_0000 ) *_c147)(*_0060)*_1234)*_s678 *_2444)*_3666 00_0000_0000 J+_7006)*_o0aa [_0000_00
003| Sim | i flit_valid st | |
004| Sim | master_id[31:0] 32h 0000_0002 I 0000_0000 )
005 Sim | o_hresp St0 |
SG FLIT Contents
006| Sim | w_address[31:0] 32'h 0000_0000 *_0050)0000_0000 2000_0060 I 0000_0000 [ 2000_0070 |
007| Sim | w_cmd[2:0] 3'h0- 0 I 1 I 0 I 1 )@
008| Sim | w_data[31:0] 32'h 0000_0000 J*_1234)*_s678)(*_2444)*_3666] 0000_0000 [*_00aa
009 Sim | w_data_valid 50 | |
SG ISNI_to_Router
010| Sim | o_read_packet[39:0] 140'h¢ 00_0000_0000 J+_s02a 00_0000_0000
SG APU Policy for MID 2
011| Sim | apumid[2][31:0] 32'h( 0000_0002
012| Sim | apuaddr[2][31:0] 32'h2| 2000_006¢
013| Sim | apuperm[2][31:0] 32'h( 0000_0001
014| Sim | apumask[2][31:0] 32'h( 0000_006¢

Fig. 17: Exemplary Hybrid-Link requests being checked by the secure network interface (SNI) residing before the related NoC router. Not all
but only one APU policy is illustrated, there are zero-valued flits injected between requests, and the VCS waveform is stripped via graphical

post-processing; this is all done for clarity of the simulation result.

Hybrid-Link write request (extended mode), which is rejected.
The related incoming 6 flits (with packets *_c147, ..., x_3666
in burst mode) are checked one by one. Here, the policy
illustrated in the waveform leads to rejection of this request,
indicated by the signal o_hresp. The rejection is because
the concerned address 2000_0060 is within a memory region
accessible only for reading by that core, but not for writing.

As for latency, handling of the first read request incurs 4
cycles in total, whereas handling of the second write request
incurs only 1 additional cycle. That is because the second
request can be decided upon already early on during its burst
transmission of data, effectively realizing pipelining. Also,
note that the other incoming flits are set to all zero for clarity
of the waveform; in normal operation, the SNI can handle a
continuous stream of requests through pipelining.

As for the physical design implementation, the overheads
incurred by the additional security features are listed in Ta-
ble IX, with respect to the NoC itself as well as with respect
to the overall system. While some costs are expected, it is
important to note that the core utilization remains within the
range of minimally-active interposers [4]. Also, note that costs
are marginal in the context of the entire 2.5D ROCKET-64
design: these system-level costs are 1.17% more power, 4.56%
more gates, and 11.83% more wirelength.

Recall that we place an SNI in the source router of each of
the L2 cache chiplets. This decision incurs a trade-off: given
that our NoC has 8 L2 cache chiplets/source routers, but only
4 target routers (for the 4 MC channels), placing SNIs at the
source routers instead of the target routers incurs twice the
minimal cost required for securing the NoC. However, when
securing the source routers, we ensure that adversarial traffic
never passes onto the NoC, preventing any malicious traffic

TABLE IX: Design Cost for NoC Security Features in the Active
2.5D Design

NoC w/o NoC w/ Cost w.r.t.
Security Security 2.5D Design
Cell # 132,945 | 480,709 (3.62x)
Utilization (%) 1.58 2.68
Wirelength (m) 11.108 30.134 (2.71x)
Total Power (mW) 66.7 167.2 (2.51x)

to begin with, and potentially reducing the load and energy
consumption of the NoC accordingly at runtime.

V. CONCLUSION

In this paper, we propose an end-to-end EDA flow for active
2.5D designs, based on commercial chip design and analysis
tools. Among other steps, this flow enables signal and power
integrity analysis with high accuracy, which provides robust
insights for the benefits of active interposers over passive
interposers. We demonstrate our flow for a large-scale RISC-
V ROCKET-64 benchmark architecture and discuss related
design strategies. Utilizing the notion of 2.5D integration,
we also provide a scheme for clear physical separation be-
tween commodity chiplets and a trustworthy communication
backbone, namely a secured NoC residing in the active inter-
poser. This scheme hinders critical threats for heterogeneous
chiplets integration by construction, and further offers runtime
monitoring of system-level memory requests. Our active 2.5D
design with secure NoC achieves better layout results (smaller
footprint, less and more stable power consumption) compared
to its unsecured passive 2.5D counterpart. For future work,
we plan for system-level functional simulation using gem),
among other aspects.
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