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1 Overview

In the last lecture we completed our discussion on the use of Neural Networks for function ap-
proximation. We saw how we could learn the different parameters for the neural network using
gradient descent and how some of the hyper-parameters involved were chosen. Then, we reviewed
a deterministic iterative gradient descent based numerical optimization method and looked at its
convergence properties. Subsequently, while looking at how these gradient based iterative optimiza-
tion methods could be applied to fixed point equations, we segued into introducing the stochastic
approximation method. We ended by introducing the Martingale Convergence Theorem, the Cron-
wall inequalities and a theorem showing the convergence of the Robins Monro scheme of Stochastic
Approximation.

In this lecture we start by looking at how we can use iterative methods to solve a fixed point
equation. We illustrate the use of these methods using the example of fictitious play. We then go
back to studying the Robin’s Monro Stochastic approximation method and proving the theorem of
convergence for the same.

2 Iterative Methods for Fixed Point Equations

Consider the fixed point equation that we have been looking at through the course:
Elg(r,v)] =V

where V' is a random Variable and ¢ is a function that depends on the random variable, but is
unknown to us but its outputs can be observed. To solve the above fixed point equation, we can
use iterative methods as follows:

rev1 = (1 —y)re + v Elg(r,v)] (1)

Not knowing g could make solving the above fixed point equation more involved. But fortunately,
we can take the aid of the Monte Carlo approximation of the function to obtain its expected value.
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if we choose a single sample, as we saw in the previous lecture, then the above equation becomes
the Robins-Monro Stochastic Approximation method.

=

Elg(r, v)] =

rep1r = (1= y)re +vg(r, ) (2)
g(r,0) = E[g(r,v)] + g(r, ) — E[g(r, v)] (3)



Observation 1. Using the Monte Carlo approzimation of g has advantages that are two fold:

1. The underlying probability distribution of the random variable V is not required to be known;
we should only be able to sample from it.

2. We do not need to know the the underlying function g. It can be treated as blackbox as we
only need to observe the output for certain samples.

The dynamical system can further be written as :
riv1 = (1= 7)re + y(E[g(r,v)]) + wy (4)
where, w; is the noise represented by :
w = g(r,v) — E[g(r,v)]
The noise term w; has some nice properties that help our approximation:
1. Zero mean : E[w|F;] =0

2. Bounded variance : E[w?|F}] < oo

We can then find a solution to a stochastic difference equation that is given as follows:

Tp+l = Tp + en(h(xn) + :U'n) (5)
& = h(z) (6)
Here, z € R? and h(.) : R = R? and z( is known to us. We showed in the previous class that

the above difference equation converges. We now look at the example of fictitious play to see how
stochastic sampling can be used in the context of matrix games.

2.1 Fictitious Play

Consider the scenario of fictitious play in a 2-person matrix game. The setting is sch that the
players do not know what the payoff matrix is. They try to approximate their expected payoffs
using the samples that they see. This is similar to the previous section where the function g was
unknown.

The problem can be set up as follows:

e At time t = k, player ¢ = 1 or 2 chooses an action from the action space ai c A" ={1,...n'}.
They then receive a reward 7721 2 that can be observed.
k7K

o Let pia,k) = L 30  1[a} = qf

e At time k+1, a}'c 41 is chosen by assuming that player i/ choose an action aj with probability
p'(a, k)
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Where the probability of the other player is modelled using the empirical frequency at step
k.



To find the optimal solution, first consider:

e g'(.,p") to be the probability distribution of player i
e Player i plays by sampling an action from the distribution g*(.,p%). Thus, al, 4 is sampled

from g'(.,p")

-/

a%c+1 ~ gi('ﬂpl )

We can update our previous equations to get recursive update for the policy distribution g, using
results obtained in the previous section.

(k+1)pi(a,k+1) = kp'(a, k) + 1(a}‘€+1 =a) (7)

p(ak+1) =p'(a, k) + (L(aj4y = a) = p'(a,k)) (8)

1
k+1
Let ¢, = k%q and we know that

-/

E[1(af11 = a)] = p(afi1) = ¢'(9")
then we get the ODE associated with the stochastic sample,
P =90 p") -~ p' (9)

thus, we have now found a recursive formulation for the policy in the form that was presented in
the previous section. We have already seen in the previous lecture how this form converges.

3 Stochastic Approximation (Robins Monro)

Consider the following assumptions,

Assumption 1. (Lipshcitz continuity of h) There exists L > 0 s.t. Ya,y € R%:
[|h(z) = h(y)l| < Lz —yl|

Intuitively, this assumption says that h does not grow too quickly

Assumption 2. (Step Size) Consider the step size €,

lim €n, = OO
n—roo
n>0
11_1)11 E €2 < 0o
n o
n>0

Assumption 3. (Martingale Difference Noise) Consider the martingale difference noise M, such
that:

o E[M,|F,] =0
o E[||My]*|Fn] < KJ[1 + X

where, Fn = O’(Xo, M() PN Xl, Ml)



Assumption 4. (Bounded Iterates) sup,>q || Xn|| < 0o a.s.

Assumption 5. (Lyapunov Crierion) There exists a positive radially unbounded continuous dif-
ferentiable function V : R — R such that Yz € R,

(VV(2), h(z)) <0
with the strict inequality if V(z) # 0

Theorem 1. If the above assumptions hold, then V () 1700 g.s.

Corollary 1. As n — oo, and the above aassumptions hold, X, converges to the stationary point
of the ODE a.s.

Proof. We begin by describing the overview of the approach that the proof is going to take.
e First, we are going to show that the ODE trajectory, & = h(x), is arbitrarily close to {X,}
with suitable interpolation.
e Next, we show that there is a Lyapunov function that allows the above ODE to converge to

the stationary point.

Let the timeline be t,, = Z;é €. One can notice immediately that the step size decreases over
time. We are interpolating using linear functions between any two points. Let X (¢,) = X,,, then
X (t) is linearly interpolated at t # tg, t1,. . ..

Let X" (t) be the actual solution to the ODE for ¢ > t,, with the initial condition X"(t = tg) = X,
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Figure 1: An illustration of the approximation



Claim 1. For any T > 0, sup || X"(t) — X()|| = 0, V¢ € [tn, tnir]| as 1 —
Proof. We want to show that when n is large, then our approximation is arbitrarily close to the

actual trajectory.

Let m = inf{k : ¢, > t, + T}, then we first want to show that

n—roo

Sup [ X" (tk) = Xg|| ——0 (10)
We can write the difference as:
X"(ty) = Xn + /t ' h(X"(s))ds

k=1 g

=X, + l_n/tl h(X"™(s))ds
=l ety tiy1

=X+ [ Ha s+ [ () — A ()
I=n Yl b
k-1 k=1 oy

= X4 SR ()~ 1)+ Y [ (X))~ AOX()ds
I=n 1=n Yt

We know that,

and that X} is generated by

k-1 k-1
Xp=Xp+ Y ah(X)+> eam
l=n l=n

where ¢, = (t;11 — t;) We take the difference to get:

k-1

X" (tr) — Xkl = || Zez (X" (1)) — h(X1)) + Z/t (X (s) — R(X™ (1)) ds > el
l=n l=n (11)
<Zw (X7 (1)) &nﬂﬁhm+2/ B(X" () — h(X"(1) lds
(12)

Using Asumption 1, we know that A(.) is L-Lipshitz:

1| X7 () Xk|\<ZelL||X"tl Xl|—i—\|Zel,ul||+Z/ LI X™(s) — X™(t)||ds  (13)

We now try and simplify the three terms in the above inequality one at a time. We first look at
the || Zf:; || term in 13.



Observation 2. Let S, = || Zf;nl eipul]. Sn is a Martingale.
Proof.
E[Sn+1 = SnlFn] = Elentapinta[Fn] =0

Using Assumption 3,
E[Sn+1|fn] = Sn

Therefore, we can say that S, is a Martingale O

At this point, the reader is advised to take a small detour and revisit the Martingale Convergence
Theorem and Gronwall’s Inequalities from the previous lecture.

As S, is a Martingale,

> ElSn+1 = Sull?1Fa] = > Elllent1pns1|*| 7]

n>0 n>0
< Kz er (141X Using Assumption 3
n>0
< K(Z 2 1) (1 + sup || Xn|]) Using Assumption 4
n>0 "
< oo Using Assumption 2

This tells us that
Sn — Sao

We can now simplify the term || Zf:; || as follows:

k—1
1> " el = 11Sk-1 — Snil]
l=n

< sup|[Sg—1 — Sool| +sup [[Sn—1 — S|
< Supn’ZnHSn’ - Soo” —0

Thus, for a sufficiently large n and for some &; > 0,
k—1
1> el < 61 (14)
l=n

Let us now look at the final term in the inequality 13

k=1
3 / LIX"™(s) — X"(t)]/ds
l=n "



Let us start by looking at the basic ODE,

1X(0)]] = X 0)]] + / B(X (5))ds

< [[X(0)]] +/0 [1h(X(5)) = R(0)[|ds + ||h(0)][¢

< ||X(0)]| + [|h(X(0))]]t + /Ot L||X (s)||ds Using Assumption 3
< (X0 + Hh(X(O))HT+/OtLHX(S)HdS Let ¢ € [0, 7]
<B+ +/OtLHX(s)]ds
We can now use Gronwall’s inequality to get
IX(®)|| < Bexp(LT) = Kr vt €[0,T]
X0(s) = X"(0) + [ B ()i s€ tntra
z
X7 (s) = X" (B)]] < t,s [|h(X™ () = (X (01))[|du + |[P(X (1))
<L : X7 () — X (&)l du + [[R(X ()] Using Assumption 3
!
<L SHX"(U)—X(tl)Hdu—i-Bel €, < oo and B < 0o

17}

We can use Gronwall’s inequality again to bound the above expression.

[| X"(s) — X™(t)|| < Berexp Lty
<eaCr

Going back to the final term in inequality 13,

tit1
/ L|X™(s) — X™(t)||ds < LECT

t

k=1 k-1
Z/ LIIX"(s) = X"(t)||ds < 3 LefCr
[—— l=n
k—1
A=
l=n

Thus, we can write for a sufficiently large n and do > 0,

k=1 4,
Z/ L|X™(s) — X™(t)||ds <
J=n Yl



We now return to finding bound for the first term in inequality 13,

k—1
> Lel|X™(t1) — Xi|
l=n

We define Ay = || X"(ty) — Xk||, then we can write the inequality 13 as,

k—1
A < Z LegA;+ 61 + 09 Using equation 14 and 20 (21)
=1
k—1
< (51 + 62) exp(d_ Ley) (22)
=1
= §exp(LT) 2= 0 (23)

Now we go on to show that the error due to interpolation is small. We know that X "(t) is a solution
to the ODE X = h(X). We can then write,

Xkt = XF () + /t t h(X*(s))ds (24)
=X~ [ RO ) (25)
(26)

therefore,
1X(t) = X5 (0)]] = [IAXk + (1 = A) Xppn — Az (1) — (1= X XF(2)]]
< N|Xe = XF)|l+ (1= N[ Xpsr — XF () |1+
A Hh(Xk(s))Hder(l—)\)/tkH h(X*(s))ds

t
tet1
= |[AXE + (1 = N Xppy — AXF(tg) — /\/ h(X*(s))ds
t
tet1

(L= NX () — (- A) / B(X*(s))ds]|

Thus, we can finally write,

sup || X(t) — X*@)|| < sup || Xp — XE(tp)|| + €aCr — 0 as n — oo (27)
t€[tr,tm] k<k'<m

O]

We have proved that the arbitrary closeness of the linear approximation to the actual trajectory.
In the next class we complete the proof for the theorem and start our discussion on Q-learing. [
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