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By construction L
max
f,A and L

min
f,A are prefix closed. One can conclude from these definitions that an

adversary A P A can distort the observations so that every string in the maximal language L
max
f,A is

accepted by the supervisor f , but no string outside this language will be accepted. The same adversary
is also able to cause the rejection of every string outside the minimal language L

min
f,A , but is unable to

cause the rejection of any string inside this language.

In the absence of an attack (i.e., when A “ Aid) the maximal and minimal languages coincide and
correspond to the classical notion of the language Lf generated by the supervised system. However, under
attacks we can only be sure that L

min
f,A Ä L

max
f,A , typically with a strict inclusion. Motivated by the desire

to construct supervisors that guarantee a specific language K Ä L, we say that f is a solution to the
supervision of K Ä L under the attack set A if f is valid and

L
min
f,A “ L

max
f,A “ K, @A P A.

This means that such f is a Stackelberg equilibrium policy for the supervisor (which we regard as the
leader) and guarantees victory because, even if the supervisor advertises f as its policy, the adversary
cannot force the rejection of any string in K (because L

min
f,A “ K) and cannot force the acceptance of

any string outside K (because L
max
f,A “ K).

Example 1 (Multi-layer cyber attack to a computer system) Figure 2 shows an automaton representation

clean s1 s2 sM

exploit	1 exploit	2 exploit	M

illegal	access

deauthorize

…grant
access

denial	of	
service

deauthorize grant
access

Fig. 2 Automaton representation of a multi-layered cyber attack to a computer system.

of a multi-layer cyber attack to a computer system. Each automaton’s state represents the interaction
between a specific user and the system. This interaction starts in a “clean” state where legitimate users
can request access to a secure service by providing appropriate credentials. However, through a sequence
of exploits, a cyber attacker may get access to credentials that would give her access to the secure service.
The goal is to design a supervisor that grants access to the service to legitimate users but not to the
cyber attacker that made use of the exploits to obtain the needed credentials. Figure 2 shows a very
simple sequential set of M exploits, but realistic scenarios are characterized by much more complicate
networks of exploits. Such networks are often represented by attack graphs with a large number of nodes;
e.g., the attack graph described in [15, Section 4] has over 300 nodes.

In the example in Figure 2, the set of events is

⌃ “

!
grant acess, deauthorize, exploit 1, exploit 2, . . . , exploit M

)
,

where the “exploits” are uncontrolled events, whereas “grant access” and “deauthorize” as controlled
events:

⌃c “

!
grant acess, deauthorize

)
, ⌃uc “

!
exploit 1, exploit 2, . . . , exploit M

)
.

We denote by L Ä ⌃
˚ the language G represented by the automaton described above and by Ksafe Ä

L the language that excludes from L all strings that include transitions to the “bad states” labeled
with “denial of service” and “illegal access.” Specifically, Ksafe does not include any string that starts
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Motivation – Cyber attack detection

• Legitimate users can request access to a secure service by providing 
appropriate credentials.

• Attacker explores sequence of exploits to get access to credentials that 
would give her illegal access. scan network ports, gain user access, escalade 

user to admin access, execute arbitrary code, 
screen capture, install plugin, etc.

• Attack detection based on sensor (“logs”) 
that can be disabled by an attacker 



Bayesian Detection
Problem formulation: 

detection system wants to estimate

cyber sensor logs

to minimize
cost of false
detections

cost of missed
detections

Pick L in detector

to minimize

1-D example:
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Adversarial Detection
Problem formulation: 

detection system wants to estimate

to minimize
cost of false
detections

cost of missed
detections

attacker wants to maximize

reward
for attack

penalty for 
getting caught

reward for 
false detections

(compromise confidence 
on detection mechanism)
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Adversarial Detection
Problem formulation: 

1-D example:
Detector picks L in

to minimize

attacker wants to select P(𝜃 = 1) to maximize (mixed policy)

penalty for 
getting caught

reward for 
false detections

reward
for attack



Adversarial Detection
Problem formulation: 

1-D example:
Detector picks L in

to minimize

attacker wants to select P(𝜃 = 1) to maximize (mixed policy)

penalty for 
getting caught

reward for 
false detections

reward
for attack

• Classical/adversarial formulations assume given & fixed 
distribution of data y (given 𝜃)

but…
• In attacks detection, opponent will likely manipulate data 

(e.g., disable logs, engage in “diversions”)



Detection with data manipulation
Problem formulation: 

…

detector picks set 𝑌(, 𝑌*, … , 𝑌, for each sensor and sets

attacker selects values for

𝜃 ∈ 0,1 = whether or not to attack (typically mixed policy)
𝜎 ∈ 1,2, … , 𝑁 = which sensor to reveal

in 1D example,
𝑌2 = [𝐿2,∞)



Detection with data manipulation

attacker wants to maximize

sensor selection allows attacker to influence 

Problem formulation: 

may be increased by 
creating “diversions”

can be increased by 
disabling logs

data manipulation cost 
(e.g., added risk of being caught by 

disabling sensors)

attacker maximizes reward by “tuning” data manipulation to maximize reward  



Extensive Form Representation

σ“1

σ“2

σ“N

Y1Y1
......

Y2Y2
......

YNYN
... ...

θ“0θ“0θ“0 θ“1θ“1θ“1

¨ ¨ ¨

Fig. 1. Extensive form representation of the sensor-reveal game, with the top two branches corresponding to attacker decisions (which sensor to select
and whether or not to engage in the illegal activity) and the bottom branch to the defender’s decision [selection of the sets tYiu that define the estimate
in (4)].

Bi
def –

«
H p✓̂“0q Y p✓̂“1q Yp1q

i Yp2q
i ¨¨¨

✓“0 0 A Api
fppYp1q

i q Api
fppYp2q

i q ¨¨¨

✓“1 B 0 Bpi
fnpYp1q

i q Bpi
fnpYp2q

i q ¨¨¨

�
,

(6b)

where Ai
att and Bi

def should be viewed as cost matrices for
the attacker and defender, respectively, and each row and
column was labeled with the corresponding policies for the
attacker and defender, respectively (as enumerated above). In
the sequel, we shall compute mixed policies for the attacker
and defender that correspond to probability distributions over
the columns and rows of these matrices, respectively.

The remaining of this section is focused on the case
Mi “ 1 of only 3 sets in (5). This enable us to simplify
the notation by dropping the argument pYp1q

i q from pifppYp1q

i q

and pifnpYp1q

i q. While considering only one ”non-trivial” set
in (5) may seem restrictive, we shall see that it is possible
to select the set Yp1q

i to minimize the defender’s cost,
which significantly decreases the conservativeness of this
simplification.

The following result, proved in Section III-A, provides
explicit formulas for a mixed Nash equilibrium for the
bimatrix game (6) associated with the attacker’s decision
to reveal sensor � “ i. The results of this theorem will
subsequently be used to determine which sensor the attacker
should reveal.

Theorem 1: Consider the case of Mi “ 1 of only 3 sets
in (5) with

pifp ` pifn § 1. (7)

Under Assumption 1, the bimatrix game (6) has a mixed
Nash equilibrium of the form

yiatt
˚

“

$
’&

’%

”
Bp1´pifnq

Api
fp

`Bp1´pi
fn

q
Apifp

Api
fp

`Bp1´pi
fn

q

ı1

C̄i
• R

”
Bpifn

Ap1´pi
fp

q`Bpi
fn

Ap1´pifpq
Ap1´pi

fp
q`Bpi

fn

ı1

C̄i
† R

(8a)

zidef
˚

“

$
&

%

“
C̄i´R

C̄i 0 R
C̄i

‰1
C̄i

• R
“
0 R´C̄i

C`F´C̄i
C`F´R

C`F´C̄i

‰1

C̄i
† R

(8b)

with values

J i
att

˚

“ Si ´ F

$
&

%

Rpi
fp

C̄i , C̄i
• R

pR´Cqp1´pi
fpq`Cpi

fn

C`F´C̄i , C̄i
† R

(9a)

J i
def

˚

“

$
&

%

ABpi
fp

Api
fp`Bp1´pi

fnq
, C̄i

• R

ABpi
fn

Ap1´pi
fpq`Bpi

fn
, C̄i

† R
(9b)

where C̄i – Cp1´pifnq `Fpifp and all the probabilities pifp,
pifn that appear above correspond to the set Yp1q

i . l

For any informative sensor, one should expect pifp and pifn
to be no larger than 0.5, so (7) can be assumed without loss
of generality.

We conclude from Theorem 1 that the attacker minimizes
its cost by revealing the sensor i that leads to the smallest
value of its cost J i

att
˚ in (9a). This provides the last piece

of the policy for the attacker:

� “ argmin
i

Si ´ F

$
&

%

Rpi
fp

C̄i C̄i
• R

pR´Cqp1´pi
fpq`Cpi

fn

C`F´C̄i C̄i
† R,

(10)

which corresponds to the top branch of the decision tree
depicted in Figure 1. We thus conclude that the attacker’s
selection of the sensor index � can be deterministic (pure),
but the selection of ✓ will typically be mixed and given by
the distribution in (8a) for i “ �. The defender’s selection of
Yi will typically also be mixed and given by the distribution
in (8b).

Remark 1 (Selection of Yp1q

i ): In view of (9b), the de-
fender will minimize its cost by selecting the sets Yp1q

i Ä Y ,
i P t1, 2, . . . , Nu to minimize

$
&

%

ABpi
fp

Api
fp`Bp1´pi

fnq
, C̄i

• R

ABpi
fn

Ap1´pi
fpq`Bpi

fn
, C̄i

† R,
(11)

which depends on Yp1q

i Ä Y through the parameters pifp and
pifn. l

Remark 2 (Complex Sensors): As noted in Section II-A,
each sensor measurement yi may be an object with a complex
stochastic characterization. However, Theorem 1 shows that
while the different measurement models can be quite com-
plex, the only parameters that affect the Nash equilibrium
are the reliability parameters pifp and pifn. For simple sensor
models, these parameters can be computed analytically, but
in realistic scenarios they may need to be learned from data.

l

attacker selects sensor 𝜎

attacker selects 𝜃

defender selects 
detection sets 𝑌2

(knowing 𝜎 but not  𝜃) 

On each branch 𝜎 = 𝑖, we have a 2-player nonzero sum game

← selects 𝜃 = 0
← selects 𝜃 = 1

attacker 
plays rows:

defender 
plays 

columns:

𝑌2 = ∅
always pick

8𝜃 = 0

𝑌2 = “𝑎𝑙𝑙”
always pick

8𝜃 = 1

intermediate options for 𝑌2:

← selects 𝜃 = 0
← selects 𝜃 = 1

(finite enumeration 
for simplicity)



Main Results
Theorem: Consider only 3 detection sets (∅, “all”, 𝑌2)
For each sensor selection 𝜎 = 𝑖, the game has mixed Nash eq. with 
detection policy of the form

A. Nature of Sensor Measurements

The notion of “sensor” and “measurement” considered in
this paper is kept very general to make sure that our results
cover a wide range of problems. Specifically, we allow each
measurement yi to range from a simple real-valued random
variable to a vector-valued stochastic process, defined either
in continuous or discrete-time; with the understanding that
the defender’s policy (3) must be measurable in the appro-
priate sense.

Consider, for example, the IUU fishing detection problem
mentioned in the introduction, where the attacker is a ves-
sel potentially engaged in IUU fishing. In this problem, a
particular sensor measurement yi typically includes satellite
imagery and AIS measurements collected over a given period
of time. The attacker has little control over the satellite
imagery being collected, so all sensors i P t1, 2, . . . , Nu
will include those data, but it does control when to turn
on/off its AIS. This could be modeled by associating with
y1 a measurement that contains only satellite imagery (AIS
always off) and with y2 a measurement that contains satellite
imagery and full AIS data (AIS always on). Our formula-
tion also permits intermediate scenarios where the AIS is
turns on/off intermittently, corresponding to other forms of
measurements yi, that may all still include satellite imagery,
but differ by how many times the attacker exposed the AIS
data over the interval of time of interest. In practice, the
number N of possible ways the AIS data can be revealed
to the defender is very large, so we are mostly interested
in solutions that scale well with the number N of sensors
that the attacker reveals. Analogous situations arise in the
computer security domain, where an attacker may chose to
turn on/off different combinations of cyber-security sensors.

III. COMPUTATION OF NASH EQUILIBRIA

For the purpose of computing a Nash equilibrium for this
game, it is convenient to consider thee extensive form deci-
sion tree depicted in Figure 1, where the branches represent
the player’s decisions and the dashed ellipses represent the
information sets for the defender, i.e., sets of decision points
that are indistinguishable based on the information available
to the defender [7]. This representation of the game permits
the independent analysis of each subtree corresponding to
a particular choice for � by the attacker. To this effect,
suppose that the attacker selected a particular sensor � “
i P t1, 2, . . . , Nu and consider the pure (i.e., deterministic)
choices that each player needs to consider on the subtree
corresponding to � “ i:

1) The attacker must select either ✓ “ 0 or ✓ “ 1.
2) The defender must select a policy µ that maps yi P

t0, 1u to the estimate ✓̂ P t0, 1u. We consider 3 possi-
ble policies: the defender ignores the measurement yi
and always selects ✓̂ “ 0, it ignores the measurement
and always selects ✓̂ “ 1, or it follows the sensor
recommendation and selects ✓̂ based on whether or
not yi P Yi. Formally, these 3 options correspond the

following 3 policies:

✓̂ “

$
’’’&

’’’%

µ1pyiq “ 0, @yi P Y
µ2pyiq “ 1, @yi P Y

µ3pyiq “
#
1 @yi P Yi

0 @yi R Yi

(6)

For the time being we assume that the set Yi associated
with the decision ✓̂ “ 1 for sensor i is given, but we
will later discuss how to “optimize” this set, which is
really a decision variable for the defender. In principle,
there is a forth possible policy µ4py1q “ 1 ´ µ3pyiq
where the defender chooses the opposite of the sensor
representation, but that policy will not be needed to
compute a Nash equilibrium.

Straightforward computations can be used to show that the
problem corresponding to the subtree � “ i in Figure 1 can
be represented by the following bi-matrix game

Ai
att – Si `

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 ´F ´Fpi
fp

✓“1 ´R ´R`C ´R`Cp1´pi
fnq

�

(7a)

Bi
def –

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 A Api
fp

✓“1 B 0 Bpi
fn

�
, (7b)

where Ai
att and Bi

def should be viewed as cost matrices for
the attacker and defender, respectively, and each row and
column was labeled with the corresponding policies for the
attacker and defender, respectively.

The following result, proved in Section III-A, provides
explicit formulas for a mixed Nash equilibrium for the
bimatrix game (7) associated with the attacker’s decision to
reveal sensor � “ i.

Theorem 1: Under Assumption 1 and further assuming
that

pifp ` pifn § 1,

the bimatrix game (7) has a mixed Nash equilibrium of the
form

y˚
att “

$
’’’’’’&

’’’’’’%

»

–
Bp1´pifnq

Bp1´pi
fn

q`Api
fp

Apifp

Bp1´pi
fn

q`Api
fp

fi

fl C̄i • R

»

–
Bpifn

Ap1´pi
fp

q`Bpi
fn

Ap1´pifpq
Ap1´pi

fp
q`Bpi

fn

fi

fl C̄i † R

(8a)

z˚
def “

$
’’’’&

’’’’%

«
C̄i´R

C̄i

0
R
C̄i

�
C̄i • R

« 0
R´C̄i

C`F´C̄i

C`F´R

C`F´C̄i

�
C̄i † R

(8b)

with values

J˚
att “ Si ´ F

$
&

%

Rpi
fp

C̄i , C̄i • R
pR´Cqp1´pi

fpq`Cpi
fn

C`F´C̄i , C̄i † R
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ignore Y and declare no attack

ignore Y and declare attack

𝑌2-dependent decision

detection cost:

detection-set 𝑌2 selected to maximize very different from Bayesian case, where 
detection-set 𝑌2 is selected to maximize 

but not surprising because now attack 
probabilities adjust to 𝑝fp, 𝑝fn



Main Results

A. Nature of Sensor Measurements

The notion of “sensor” and “measurement” considered in
this paper is kept very general to make sure that our results
cover a wide range of problems. Specifically, we allow each
measurement yi to range from a simple real-valued random
variable to a vector-valued stochastic process, defined either
in continuous or discrete-time; with the understanding that
the defender’s policy (3) must be measurable in the appro-
priate sense.

Consider, for example, the IUU fishing detection problem
mentioned in the introduction, where the attacker is a ves-
sel potentially engaged in IUU fishing. In this problem, a
particular sensor measurement yi typically includes satellite
imagery and AIS measurements collected over a given period
of time. The attacker has little control over the satellite
imagery being collected, so all sensors i P t1, 2, . . . , Nu
will include those data, but it does control when to turn
on/off its AIS. This could be modeled by associating with
y1 a measurement that contains only satellite imagery (AIS
always off) and with y2 a measurement that contains satellite
imagery and full AIS data (AIS always on). Our formula-
tion also permits intermediate scenarios where the AIS is
turns on/off intermittently, corresponding to other forms of
measurements yi, that may all still include satellite imagery,
but differ by how many times the attacker exposed the AIS
data over the interval of time of interest. In practice, the
number N of possible ways the AIS data can be revealed
to the defender is very large, so we are mostly interested
in solutions that scale well with the number N of sensors
that the attacker reveals. Analogous situations arise in the
computer security domain, where an attacker may chose to
turn on/off different combinations of cyber-security sensors.

III. COMPUTATION OF NASH EQUILIBRIA

For the purpose of computing a Nash equilibrium for this
game, it is convenient to consider thee extensive form deci-
sion tree depicted in Figure 1, where the branches represent
the player’s decisions and the dashed ellipses represent the
information sets for the defender, i.e., sets of decision points
that are indistinguishable based on the information available
to the defender [7]. This representation of the game permits
the independent analysis of each subtree corresponding to
a particular choice for � by the attacker. To this effect,
suppose that the attacker selected a particular sensor � “
i P t1, 2, . . . , Nu and consider the pure (i.e., deterministic)
choices that each player needs to consider on the subtree
corresponding to � “ i:

1) The attacker must select either ✓ “ 0 or ✓ “ 1.
2) The defender must select a policy µ that maps yi P

t0, 1u to the estimate ✓̂ P t0, 1u. We consider 3 possi-
ble policies: the defender ignores the measurement yi
and always selects ✓̂ “ 0, it ignores the measurement
and always selects ✓̂ “ 1, or it follows the sensor
recommendation and selects ✓̂ based on whether or
not yi P Yi. Formally, these 3 options correspond the

following 3 policies:

✓̂ “

$
’’’&

’’’%

µ1pyiq “ 0, @yi P Y
µ2pyiq “ 1, @yi P Y

µ3pyiq “
#
1 @yi P Yi

0 @yi R Yi

(6)

For the time being we assume that the set Yi associated
with the decision ✓̂ “ 1 for sensor i is given, but we
will later discuss how to “optimize” this set, which is
really a decision variable for the defender. In principle,
there is a forth possible policy µ4py1q “ 1 ´ µ3pyiq
where the defender chooses the opposite of the sensor
representation, but that policy will not be needed to
compute a Nash equilibrium.

Straightforward computations can be used to show that the
problem corresponding to the subtree � “ i in Figure 1 can
be represented by the following bi-matrix game

Ai
att – Si `

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 ´F ´Fpi
fp

✓“1 ´R ´R`C ´R`Cp1´pi
fnq

�

(7a)

Bi
def –

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 A Api
fp

✓“1 B 0 Bpi
fn

�
, (7b)

where Ai
att and Bi

def should be viewed as cost matrices for
the attacker and defender, respectively, and each row and
column was labeled with the corresponding policies for the
attacker and defender, respectively.

The following result, proved in Section III-A, provides
explicit formulas for a mixed Nash equilibrium for the
bimatrix game (7) associated with the attacker’s decision to
reveal sensor � “ i.

Theorem 1: Under Assumption 1 and further assuming
that

pifp ` pifn § 1,

the bimatrix game (7) has a mixed Nash equilibrium of the
form

y˚
att “

$
’’’’’’&

’’’’’’%

»

–
Bp1´pifnq

Bp1´pi
fn

q`Api
fp

Apifp

Bp1´pi
fn

q`Api
fp

fi

fl C̄i • R

»

–
Bpifn

Ap1´pi
fp

q`Bpi
fn

Ap1´pifpq
Ap1´pi

fp
q`Bpi

fn

fi

fl C̄i † R

(8a)

z˚
def “

$
’’’’&

’’’’%

«
C̄i´R

C̄i

0
R
C̄i

�
C̄i • R

« 0
R´C̄i

C`F´C̄i

C`F´R

C`F´C̄i

�
C̄i † R

(8b)

with values

J˚
att “ Si ´ F

$
&

%

Rpi
fp

C̄i , C̄i • R
pR´Cqp1´pi

fpq`Cpi
fn

C`F´C̄i , C̄i † R
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𝑌2-dependent decision

detection cost: attacker’s reward:

Attacker’s reward determines (deterministic) optimal sensor selection form attacker

Theorem: Consider only 3 detection sets (∅, “all”, 𝑌2)
For each sensor selection 𝜎 = 𝑖, the game has mixed Nash eq. with 
detection policy of the form

ignore Y and declare no attack

ignore Y and declare attack



Main Results

A. Nature of Sensor Measurements

The notion of “sensor” and “measurement” considered in
this paper is kept very general to make sure that our results
cover a wide range of problems. Specifically, we allow each
measurement yi to range from a simple real-valued random
variable to a vector-valued stochastic process, defined either
in continuous or discrete-time; with the understanding that
the defender’s policy (3) must be measurable in the appro-
priate sense.

Consider, for example, the IUU fishing detection problem
mentioned in the introduction, where the attacker is a ves-
sel potentially engaged in IUU fishing. In this problem, a
particular sensor measurement yi typically includes satellite
imagery and AIS measurements collected over a given period
of time. The attacker has little control over the satellite
imagery being collected, so all sensors i P t1, 2, . . . , Nu
will include those data, but it does control when to turn
on/off its AIS. This could be modeled by associating with
y1 a measurement that contains only satellite imagery (AIS
always off) and with y2 a measurement that contains satellite
imagery and full AIS data (AIS always on). Our formula-
tion also permits intermediate scenarios where the AIS is
turns on/off intermittently, corresponding to other forms of
measurements yi, that may all still include satellite imagery,
but differ by how many times the attacker exposed the AIS
data over the interval of time of interest. In practice, the
number N of possible ways the AIS data can be revealed
to the defender is very large, so we are mostly interested
in solutions that scale well with the number N of sensors
that the attacker reveals. Analogous situations arise in the
computer security domain, where an attacker may chose to
turn on/off different combinations of cyber-security sensors.

III. COMPUTATION OF NASH EQUILIBRIA

For the purpose of computing a Nash equilibrium for this
game, it is convenient to consider thee extensive form deci-
sion tree depicted in Figure 1, where the branches represent
the player’s decisions and the dashed ellipses represent the
information sets for the defender, i.e., sets of decision points
that are indistinguishable based on the information available
to the defender [7]. This representation of the game permits
the independent analysis of each subtree corresponding to
a particular choice for � by the attacker. To this effect,
suppose that the attacker selected a particular sensor � “
i P t1, 2, . . . , Nu and consider the pure (i.e., deterministic)
choices that each player needs to consider on the subtree
corresponding to � “ i:

1) The attacker must select either ✓ “ 0 or ✓ “ 1.
2) The defender must select a policy µ that maps yi P

t0, 1u to the estimate ✓̂ P t0, 1u. We consider 3 possi-
ble policies: the defender ignores the measurement yi
and always selects ✓̂ “ 0, it ignores the measurement
and always selects ✓̂ “ 1, or it follows the sensor
recommendation and selects ✓̂ based on whether or
not yi P Yi. Formally, these 3 options correspond the

following 3 policies:

✓̂ “

$
’’’&

’’’%

µ1pyiq “ 0, @yi P Y
µ2pyiq “ 1, @yi P Y

µ3pyiq “
#
1 @yi P Yi

0 @yi R Yi

(6)

For the time being we assume that the set Yi associated
with the decision ✓̂ “ 1 for sensor i is given, but we
will later discuss how to “optimize” this set, which is
really a decision variable for the defender. In principle,
there is a forth possible policy µ4py1q “ 1 ´ µ3pyiq
where the defender chooses the opposite of the sensor
representation, but that policy will not be needed to
compute a Nash equilibrium.

Straightforward computations can be used to show that the
problem corresponding to the subtree � “ i in Figure 1 can
be represented by the following bi-matrix game

Ai
att – Si `

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 ´F ´Fpi
fp

✓“1 ´R ´R`C ´R`Cp1´pi
fnq

�

(7a)

Bi
def –

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 A Api
fp

✓“1 B 0 Bpi
fn

�
, (7b)

where Ai
att and Bi

def should be viewed as cost matrices for
the attacker and defender, respectively, and each row and
column was labeled with the corresponding policies for the
attacker and defender, respectively.

The following result, proved in Section III-A, provides
explicit formulas for a mixed Nash equilibrium for the
bimatrix game (7) associated with the attacker’s decision to
reveal sensor � “ i.

Theorem 1: Under Assumption 1 and further assuming
that

pifp ` pifn § 1,

the bimatrix game (7) has a mixed Nash equilibrium of the
form

y˚
att “

$
’’’’’’&

’’’’’’%

»

–
Bp1´pifnq

Bp1´pi
fn

q`Api
fp

Apifp

Bp1´pi
fn

q`Api
fp

fi

fl C̄i • R

»

–
Bpifn

Ap1´pi
fp

q`Bpi
fn

Ap1´pifpq
Ap1´pi

fp
q`Bpi

fn

fi

fl C̄i † R

(8a)

z˚
def “

$
’’’’&

’’’’%

«
C̄i´R

C̄i

0
R
C̄i

�
C̄i • R

« 0
R´C̄i

C`F´C̄i

C`F´R

C`F´C̄i

�
C̄i † R

(8b)

with values

J˚
att “ Si ´ F

$
&

%

Rpi
fp

C̄i , C̄i • R
pR´Cqp1´pi

fpq`Cpi
fn

C`F´C̄i , C̄i † R
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ignore Y and declare IUU fishing

𝑌2-dependent decision

detection cost: attacker’s reward:

Attacker’s reward determines (deterministic) optimal sensor selection form attacker

Theorem: Consider only 3 detection sets (∅, “all”, 𝑌2)
For each sensor selection 𝜎 = 𝑖, the game has mixed Nash eq. with 
detection policy of the formσ“1

σ“2

σ“N

Y1Y1
......

Y2Y2
......

YNYN
... ...

θ“0θ“0θ“0 θ“1θ“1θ“1

¨ ¨ ¨

Fig. 1. Extensive form representation of the sensor-reveal game, with the top two branches corresponding to attacker decisions (which sensor to select
and whether or not to engage in the illegal activity) and the bottom branch to the defender’s decision [selection of the sets tYiu that define the estimate
in (4)].

Bi
def –

«
H p✓̂“0q Y p✓̂“1q Yp1q

i Yp2q
i ¨¨¨

✓“0 0 A Api
fppYp1q

i q Api
fppYp2q

i q ¨¨¨

✓“1 B 0 Bpi
fnpYp1q

i q Bpi
fnpYp2q

i q ¨¨¨

�
,

(6b)

where Ai
att and Bi

def should be viewed as cost matrices for
the attacker and defender, respectively, and each row and
column was labeled with the corresponding policies for the
attacker and defender, respectively (as enumerated above). In
the sequel, we shall compute mixed policies for the attacker
and defender that correspond to probability distributions over
the columns and rows of these matrices, respectively.

The remaining of this section is focused on the case
Mi “ 1 of only 3 sets in (5). This enable us to simplify
the notation by dropping the argument pYp1q

i q from pifppYp1q

i q

and pifnpYp1q

i q. While considering only one ”non-trivial” set
in (5) may seem restrictive, we shall see that it is possible
to select the set Yp1q

i to minimize the defender’s cost,
which significantly decreases the conservativeness of this
simplification.

The following result, proved in Section III-A, provides
explicit formulas for a mixed Nash equilibrium for the
bimatrix game (6) associated with the attacker’s decision
to reveal sensor � “ i. The results of this theorem will
subsequently be used to determine which sensor the attacker
should reveal.

Theorem 1: Consider the case of Mi “ 1 of only 3 sets
in (5) with

pifp ` pifn § 1. (7)

Under Assumption 1, the bimatrix game (6) has a mixed
Nash equilibrium of the form

yiatt
˚

“

$
’&

’%

”
Bp1´pifnq

Api
fp

`Bp1´pi
fn

q
Apifp

Api
fp

`Bp1´pi
fn

q

ı1

C̄i
• R

”
Bpifn

Ap1´pi
fp

q`Bpi
fn

Ap1´pifpq
Ap1´pi

fp
q`Bpi

fn

ı1

C̄i
† R

(8a)

zidef
˚

“

$
&

%

“
C̄i´R

C̄i 0 R
C̄i

‰1
C̄i

• R
“
0 R´C̄i

C`F´C̄i
C`F´R

C`F´C̄i

‰1

C̄i
† R

(8b)

with values

J i
att

˚

“ Si ´ F

$
&

%

Rpi
fp

C̄i , C̄i
• R

pR´Cqp1´pi
fpq`Cpi

fn

C`F´C̄i , C̄i
† R

(9a)

J i
def

˚

“

$
&

%

ABpi
fp

Api
fp`Bp1´pi

fnq
, C̄i

• R

ABpi
fn

Ap1´pi
fpq`Bpi

fn
, C̄i

† R
(9b)

where C̄i – Cp1´pifnq `Fpifp and all the probabilities pifp,
pifn that appear above correspond to the set Yp1q

i . l

For any informative sensor, one should expect pifp and pifn
to be no larger than 0.5, so (7) can be assumed without loss
of generality.

We conclude from Theorem 1 that the attacker minimizes
its cost by revealing the sensor i that leads to the smallest
value of its cost J i

att
˚ in (9a). This provides the last piece

of the policy for the attacker:

� “ argmin
i

Si ´ F

$
&

%

Rpi
fp

C̄i C̄i
• R

pR´Cqp1´pi
fpq`Cpi

fn

C`F´C̄i C̄i
† R,

(10)

which corresponds to the top branch of the decision tree
depicted in Figure 1. We thus conclude that the attacker’s
selection of the sensor index � can be deterministic (pure),
but the selection of ✓ will typically be mixed and given by
the distribution in (8a) for i “ �. The defender’s selection of
Yi will typically also be mixed and given by the distribution
in (8b).

Remark 1 (Selection of Yp1q

i ): In view of (9b), the de-
fender will minimize its cost by selecting the sets Yp1q

i Ä Y ,
i P t1, 2, . . . , Nu to minimize

$
&

%

ABpi
fp

Api
fp`Bp1´pi

fnq
, C̄i

• R

ABpi
fn

Ap1´pi
fpq`Bpi

fn
, C̄i

† R,
(11)

which depends on Yp1q

i Ä Y through the parameters pifp and
pifn. l

Remark 2 (Complex Sensors): As noted in Section II-A,
each sensor measurement yi may be an object with a complex
stochastic characterization. However, Theorem 1 shows that
while the different measurement models can be quite com-
plex, the only parameters that affect the Nash equilibrium
are the reliability parameters pifp and pifn. For simple sensor
models, these parameters can be computed analytically, but
in realistic scenarios they may need to be learned from data.

l

attacker selects sensor 𝜎
deterministic (pure policy)

attacker selects 𝜃
stochastic (mixed policy)

defender selects 
detection sets 𝑌2

stochastic (mixed policy)



Main Results

A. Nature of Sensor Measurements

The notion of “sensor” and “measurement” considered in
this paper is kept very general to make sure that our results
cover a wide range of problems. Specifically, we allow each
measurement yi to range from a simple real-valued random
variable to a vector-valued stochastic process, defined either
in continuous or discrete-time; with the understanding that
the defender’s policy (3) must be measurable in the appro-
priate sense.

Consider, for example, the IUU fishing detection problem
mentioned in the introduction, where the attacker is a ves-
sel potentially engaged in IUU fishing. In this problem, a
particular sensor measurement yi typically includes satellite
imagery and AIS measurements collected over a given period
of time. The attacker has little control over the satellite
imagery being collected, so all sensors i P t1, 2, . . . , Nu
will include those data, but it does control when to turn
on/off its AIS. This could be modeled by associating with
y1 a measurement that contains only satellite imagery (AIS
always off) and with y2 a measurement that contains satellite
imagery and full AIS data (AIS always on). Our formula-
tion also permits intermediate scenarios where the AIS is
turns on/off intermittently, corresponding to other forms of
measurements yi, that may all still include satellite imagery,
but differ by how many times the attacker exposed the AIS
data over the interval of time of interest. In practice, the
number N of possible ways the AIS data can be revealed
to the defender is very large, so we are mostly interested
in solutions that scale well with the number N of sensors
that the attacker reveals. Analogous situations arise in the
computer security domain, where an attacker may chose to
turn on/off different combinations of cyber-security sensors.

III. COMPUTATION OF NASH EQUILIBRIA

For the purpose of computing a Nash equilibrium for this
game, it is convenient to consider thee extensive form deci-
sion tree depicted in Figure 1, where the branches represent
the player’s decisions and the dashed ellipses represent the
information sets for the defender, i.e., sets of decision points
that are indistinguishable based on the information available
to the defender [7]. This representation of the game permits
the independent analysis of each subtree corresponding to
a particular choice for � by the attacker. To this effect,
suppose that the attacker selected a particular sensor � “
i P t1, 2, . . . , Nu and consider the pure (i.e., deterministic)
choices that each player needs to consider on the subtree
corresponding to � “ i:

1) The attacker must select either ✓ “ 0 or ✓ “ 1.
2) The defender must select a policy µ that maps yi P

t0, 1u to the estimate ✓̂ P t0, 1u. We consider 3 possi-
ble policies: the defender ignores the measurement yi
and always selects ✓̂ “ 0, it ignores the measurement
and always selects ✓̂ “ 1, or it follows the sensor
recommendation and selects ✓̂ based on whether or
not yi P Yi. Formally, these 3 options correspond the

following 3 policies:

✓̂ “

$
’’’&

’’’%

µ1pyiq “ 0, @yi P Y
µ2pyiq “ 1, @yi P Y

µ3pyiq “
#
1 @yi P Yi

0 @yi R Yi

(6)

For the time being we assume that the set Yi associated
with the decision ✓̂ “ 1 for sensor i is given, but we
will later discuss how to “optimize” this set, which is
really a decision variable for the defender. In principle,
there is a forth possible policy µ4py1q “ 1 ´ µ3pyiq
where the defender chooses the opposite of the sensor
representation, but that policy will not be needed to
compute a Nash equilibrium.

Straightforward computations can be used to show that the
problem corresponding to the subtree � “ i in Figure 1 can
be represented by the following bi-matrix game

Ai
att – Si `

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 ´F ´Fpi
fp

✓“1 ´R ´R`C ´R`Cp1´pi
fnq

�

(7a)

Bi
def –

«
✓̂“0 ✓̂“1 ✓̂“1 if yiPYi

✓“0 0 A Api
fp

✓“1 B 0 Bpi
fn

�
, (7b)

where Ai
att and Bi

def should be viewed as cost matrices for
the attacker and defender, respectively, and each row and
column was labeled with the corresponding policies for the
attacker and defender, respectively.

The following result, proved in Section III-A, provides
explicit formulas for a mixed Nash equilibrium for the
bimatrix game (7) associated with the attacker’s decision to
reveal sensor � “ i.

Theorem 1: Under Assumption 1 and further assuming
that

pifp ` pifn § 1,

the bimatrix game (7) has a mixed Nash equilibrium of the
form

y˚
att “

$
’’’’’’&

’’’’’’%

»

–
Bp1´pifnq

Bp1´pi
fn

q`Api
fp

Apifp

Bp1´pi
fn

q`Api
fp

fi

fl C̄i • R

»

–
Bpifn

Ap1´pi
fp

q`Bpi
fn

Ap1´pifpq
Ap1´pi

fp
q`Bpi

fn

fi

fl C̄i † R

(8a)

z˚
def “

$
’’’’&

’’’’%

«
C̄i´R

C̄i

0
R
C̄i

�
C̄i • R

« 0
R´C̄i

C`F´C̄i

C`F´R

C`F´C̄i

�
C̄i † R

(8b)

with values

J˚
att “ Si ´ F

$
&

%

Rpi
fp

C̄i , C̄i • R
pR´Cqp1´pi

fpq`Cpi
fn

C`F´C̄i , C̄i † R
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ignore Y and declare attack

𝑌2-dependent decision

detection cost:

Theorem: Consider only 3 detection sets (∅, “all”, 𝑌2)
For each sensor selection 𝜎 = 𝑖, the game has mixed Nash eq. with 
detection policy of the form

But this policy depends crucially on opponent’s goal…

σ“1

σ“2

σ“N

θ̂“0θ̂“0θ̂“0θ̂“0θ̂“0θ̂“0

θ̂“1θ̂“1θ̂“1θ̂“1θ̂“1θ̂“1

θ“0θ“0θ“0 θ“1θ“1θ“1

¨ ¨ ¨

Fig. 1. Extensive form representation of the sensor-reveal game, with the top two branches corresponding to attacker decisions (which sensor to select
and whether or not to engage in the illegal activity) and the bottom branch to the defender’s decision (which estimate to select).

J˚
def “

$
&

%

ABpi
fp

Bp1´pi
fnq`Api

fp
, C̄i • R

ABpi
fn

Ap1´pi
fpq`Bpi

fn
, C̄i † R

where C̄i – Cp1 ´ pifnq ` Fpifp. l

Two conclusions can be drawn from Theorem 1:
1) For each sensor i, the defender should select the set

Yi in (4) that minimizes its cost

J˚
def “

$
&

%

ABpi
fp

Bp1´pi
fnq`Api

fp
, C̄i • R

ABpi
fn

Ap1´pi
fpq`Bpi

fn
, C̄i † R.

(9)

2) The attacker should choose to reveal the sensor i that
leads to the smallest value of its cost

J˚
att “ Si ´ F

$
&

%

Rpi
fp

C̄i C̄i • R
pR´Cqp1´pi

fpq`Cpi
fn

C`F´C̄i C̄i † R.

When the attacker gets no reward for generating false
alarms (F “ 0), the choice of which sensor to use is
purely based on the costs Si of revealing the sensors
and the attacker will always select the least costly
sensor. l

Remark 1 (Complex Sensors): As noted in Section II-A,
each sensor measurement yi may be an object with a com-
plex stochastic characterization. However, Theorem 1 shows
that while the different measurement models can be quite
complex, the key parameters that affect the Nash equilibrium
are the reliability parameters pifp and pifn in (5). For simple
models, these parameters may be computed analytically, but
in realistic scenarios they may need to be learned from
data. Either way these parameters do not depend on the
attacker’s intentions and can be computer/learned using
standard Bayesian techniques to minimize (9). l

A. Proof of Theorem 1
We consider separately two types of mixed Nash equilib-

ria:
1) We start by considering mixed Nash equilibria of the

form

y –
“
y1 1 ´ y1

‰1
, z –

“
z1 0 1 ´ z1

‰1
,

y1, z1 P r0, 1s, with

Ai
attz “

„
p
p

⇢
, y1Bi

def “
“
q q̄ q

‰
, q̄ • q,

that would satisfy the usual quadratic program for
mixed Nash equilibria for bi-matrix games [7, Chapter
10]. These equations lead to

p “ Siz1 ` p´Fpifp ` Siqp1 ´ z1q
“ p´R ` Siqz1 ` p´R ` Cp1 ´ pifnq ` Siqp1 ´ z1q

q “ Bp1 ´ y1q “ Apifpy1 ` Bpifnp1 ´ y1q
q̄ “ Ay1

from which we get

z1 “ Fpifp ` Cp1 ´ pifnq ´ R

Fpifp ` Cp1 ´ pifnq ,

y1 “ Bp1 ´ pifnq
Bp1 ´ pifnq ` Apifp

,

p “ Si

`
Fpifp ` Cp1 ´ pifnq

˘
´ RFpifp

Fpifp ` Cp1 ´ pifnq ,

q “ ABpifp
Bp1 ´ pifnq ` Apifp

,

q̄ “ ABp1 ´ pifnq
Bp1 ´ pifnq ` Apifp

.

So we have a Nash equilibrium as long as

Fpifp ` Cp1 ´ pifnq • R,

which guarantees that z1, y1 P r0, 1s; and

pifp ` pifn § 1

which guarantees that q̄ • q.

2) We next consider mixed Nash equilibria of the form

y –
“
y1 1 ´ y1

‰1
, z –

“
0 z2 1 ´ z2

‰1
,

y1, z2 P r0, 1s, with

Ai
attz “

„
p
p

⇢
, y1Bi

def “
“
q̄ q q

‰
, q̄ • q.

These equations lead to

p “ p´F ` Siqz2 ` p´Fpifp ` Siqp1 ´ z2q
“ p´R ` C ` Siqz2

` p´R ` Cp1 ´ pifnq ` Siqp1 ´ z2q
q “ Ay1 “ Apifpy1 ` Bpifnp1 ´ y1q
q̄ “ Bp1 ´ y1q
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Learning Through Fictious Play

Over repeated instances of the game, defender keeps track of

at time 𝑡 + 1 defender makes optimal Bayesian decision assuming

empirical distribution 
observed so far for sensor 
σ(t + 1) is the correct prior

Theorem:
1. If attacker is using a fixed policy (Nash or not), then E𝑦G(𝑡)

converges to optimal best response 

2. If attacker is also using fictious play based on the observation of 
detectors policy, then E𝑦G(𝑡) converges to optimal best response 

trivial

non-trivial, based on results of 
convergence of 2xN player games
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Fig. 2. Evolution of the attacker’s mixed policy (left), the defender’s mixed policy (middle), and both players costs (right) under fictitious play for the
defender. Until time 105 the attacker uses a fixed policy y: “ r0 1s1 and after that it also uses fictitious play. Throughout the simulation the attacker did
not switch sensors and the following parameters values were used: A “ 1.5, B “ 1, R “ 1.1, C “ 1, F “ 2, Si “ 0, pifp “ .2, pifn “ .1.

mean additional terms in the defender’s cost function (1)
to penalize delaying a decision and to consider the cost
involved in getting the additional measurements. This would
not fundamentally change the methodology that we have
used to compute the Nash equilibrium but may change the
type of equilibrium found and its dependence on the game
parameters.

Another important variation of this problem arises when
multiple attackers act in a cooperative fashion, either because
the illegal activity is a cooperative endeavor that requires
multiple agents or because the defender has limited sensor
resources that must be allocated to survey the different
attackers.
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defender. Until time 105 the attacker uses a fixed policy y: “ r0 1s1 and after that it also uses fictitious play. Throughout the simulation the attacker did
not switch sensors and the following parameters values were used: A “ 1.5, B “ 1, R “ 1.1, C “ 1, F “ 2, Si “ 0, pifp “ .2, pifn “ .1.

mean additional terms in the defender’s cost function (1)
to penalize delaying a decision and to consider the cost
involved in getting the additional measurements. This would
not fundamentally change the methodology that we have
used to compute the Nash equilibrium but may change the
type of equilibrium found and its dependence on the game
parameters.

Another important variation of this problem arises when
multiple attackers act in a cooperative fashion, either because
the illegal activity is a cooperative endeavor that requires
multiple agents or because the defender has limited sensor
resources that must be allocated to survey the different
attackers.
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defender. Until time 105 the attacker uses a fixed policy y: “ r0 1s1 and after that it also uses fictitious play. Throughout the simulation the attacker did
not switch sensors and the following parameters values were used: A “ 1.5, B “ 1, R “ 1.1, C “ 1, F “ 2, Si “ 0, pifp “ .2, pifn “ .1.

mean additional terms in the defender’s cost function (1)
to penalize delaying a decision and to consider the cost
involved in getting the additional measurements. This would
not fundamentally change the methodology that we have
used to compute the Nash equilibrium but may change the
type of equilibrium found and its dependence on the game
parameters.

Another important variation of this problem arises when
multiple attackers act in a cooperative fashion, either because
the illegal activity is a cooperative endeavor that requires
multiple agents or because the defender has limited sensor
resources that must be allocated to survey the different
attackers.
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Fig. 2. Evolution of the attacker’s mixed policy (left), the defender’s mixed policy (middle), and both players costs (right) under fictitious play for the
defender. Until time 105 the attacker uses a fixed policy y: “ r0 1s1 and after that it also uses fictitious play. Throughout the simulation the attacker did
not switch sensors and the following parameters values were used: A “ 1.5, B “ 1, R “ 1.1, C “ 1, F “ 2, Si “ 0, pifp “ .2, pifn “ .1.

mean additional terms in the defender’s cost function (1)
to penalize delaying a decision and to consider the cost
involved in getting the additional measurements. This would
not fundamentally change the methodology that we have
used to compute the Nash equilibrium but may change the
type of equilibrium found and its dependence on the game
parameters.

Another important variation of this problem arises when
multiple attackers act in a cooperative fashion, either because
the illegal activity is a cooperative endeavor that requires
multiple agents or because the defender has limited sensor
resources that must be allocated to survey the different
attackers.
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mean additional terms in the defender’s cost function (1)
to penalize delaying a decision and to consider the cost
involved in getting the additional measurements. This would
not fundamentally change the methodology that we have
used to compute the Nash equilibrium but may change the
type of equilibrium found and its dependence on the game
parameters.

Another important variation of this problem arises when
multiple attackers act in a cooperative fashion, either because
the illegal activity is a cooperative endeavor that requires
multiple agents or because the defender has limited sensor
resources that must be allocated to survey the different
attackers.
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not switch sensors and the following parameters values were used: A “ 1.5, B “ 1, R “ 1.1, C “ 1, F “ 2, Si “ 0, pifp “ .2, pifn “ .1.

mean additional terms in the defender’s cost function (1)
to penalize delaying a decision and to consider the cost
involved in getting the additional measurements. This would
not fundamentally change the methodology that we have
used to compute the Nash equilibrium but may change the
type of equilibrium found and its dependence on the game
parameters.

Another important variation of this problem arises when
multiple attackers act in a cooperative fashion, either because
the illegal activity is a cooperative endeavor that requires
multiple agents or because the defender has limited sensor
resources that must be allocated to survey the different
attackers.
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o Defender often unaware of the attack objective ahead of time
o Attacker can observe/probe the defense strategy prior to attack

⤷ Lack of no-regret policies for defender

routing game example (based on cross fire attack)

link 1, capacity = 1Mpbs

link 2, capacity = 1Mpbs

Source, 1Mbps destination

• attacker has resources to create 1Mpbs traffic through links 1, 2, or a combination
• router must decide how to route 1Mpbs of traffic  through links 1, 2, or a combination 

option I
link 1, .5Mpbs legitimate

link 2, .5Mbps legitimate

option II
link 1, 1Mpbs legitimate

link 2, 0Mbps legitimate

Optimal attack floods 
link 2 and 
compromises .5Mpbs 
of legitimate traffic

Optimal attack floods 
link 1 and 
compromises 1Mpbs 
of legitimate traffic

🙁 Naif defender that reacts to “current” environment regrets choice 
(no Nash equilibrium, fictitious play will not converge)

🙂 Defender must learn attacker’s “response” and plan accordingly
(need to consider Stackelberg equilibrium)



Stackelberg equilibrium

attacker’s 
best responsedefender’s 

action space
attacker’s 

action space

Challenge in CPS sec.: attacker’s best response 𝛽(J) is unknown to defender
• attacker’s intent 𝐽L(J) not known a priori
• attacker’s capabilities 𝒜 not known a priori

defender’s 
(leader) cost

attacker 
(follower) cost



Stackelberg equilibrium

attacker’s 
best responsedefender’s 

action space
attacker’s 

action space

Online learning approach:
1. estimate best response function N𝛽(J) based on observation of 

attacker’s actions 𝑎
2. select defender action

defender’s 
(leader) cost

attacker 
(follower) cost

• attacker’s intent 𝐽L(J) not known a priori
• attacker’s capabilities 𝒜 not known a priori

Challenge in CPS sec.: attacker’s best response 𝛽(J) is unknown to defender



Stackelberg learning

Assume

defender’s 
(leader) cost

attacker 
(follower) cost

linearly parameterized function 
approximator on compact set 𝒰

(results extend to only approx. match)



Stackelberg learning

Assume

defender’s 
(leader) cost

attacker 
(follower) cost

linearly parameterized function 
approximator on compact set 𝒰

(results extend to only approx. match)

attack best-response learning rule:
gradient descent learning with projection
• can be computed without knowing 𝜃
• can be computed without even observing a, 

just 𝐽P(𝑢, 𝑎)

d

dt
k✓ � ✓⇤k2  �2�ekf(✓, u)� ak2  0

<latexit sha1_base64="TajcfabwsT+gE8mGyUqcNysqRTU=">AAACT3icbZHLSiQxFIZTPV7bW+ssBQmKoKJNlSK6FNzMUsFWoattTqVO2cHUxeSU0JT9DLOfZ5hHcTOz8zXcuFDEVHeD1wMhH//5w0n+BJmShlz33qn8GBkdG5+YrE5Nz8zO1eYXTk2aa4ENkapUnwdgUMkEGyRJ4XmmEeJA4VlwdVj2z25QG5kmJ9TNsBXDZSIjKYCs1K5FfhhpEIUfA3V0zMPeG3Lqcf/Wpw4S8C0+gIsN//Zim/sKr/lWudtZIbTROqO1gWWT5+vWD29Gt11bcetuv/hX8IawcjD9+/jvn5elo3btvx+mIo8xIaHAmKbnZtQqQJMUCntVPzeYgbiCS2xaTCBG0yr6efT4qlVCHqXaroR4X31/ooDYmG4cWGf5VvO5V4rf9Zo5RfutQiZZTpiIwaAoV5xSXobLQ6lRkOpaAKGlvSsXHbD5kv2Cqg3B+/zkr3C6Xfd26rvHNo1NNqgJtsiW2Rrz2B47YL/YEWswwe7YA3tiz84/59F5qQytFWcIP9mHqky+AkVvtRM=</latexit>

is monotonically decreasing; 
stops only if 

⤷ will prove: stops in finite time

hysteresis switching
stops adaptation when error  

is smaller than ε/2   

guarantees:

9✓ “ ´�eptq
„
r✓

›››fp✓, uq ´ a
›››
2
⇢

T⇥
<latexit sha1_base64="sPEklpKU+2tXbY+GMXuPpe9c9nY=">AAADiHicbVLbbtNAEN02XEq4tSCeeLGIKrWSW8WhqPAQqSovvCAFqTcpNtZ4PXa23YvZXacJxh/HZ/AFvMIfsI4jRFpGsnR2zpn1zOxJCs6M7fd/rK137ty9d3/jQffho8dPnm5uPTszqtQUT6niSl8kYJAziaeWWY4XhUYQCcfz5Op9w59PURum5ImdFxgJyCXLGAXrUvHmOEyVDe0ELQz3Qu4KU4hxx+56YcLyfBxKSDjErcILj1kefst22qNf7u5Bm/o8aPVRXJ3E4UnD1t14s9ff7y/Cuw2CJeiRZYzirfUXrh1aCpSWcjBmHPQLG1WgLaMc625YGiyAXkGO43TKCiNBoImq2WIRtbft+NTLlHaftN4i+29RBcKYuUicUoCdmJtck/wfN85A0rmdCH8BksQXShuMqstiIoBqZQar3VV0ggK0Xm25tNnbqGKyKC1K2rabldyzymvexkuZRmr53AF3KXNDe3QCGqh1L7hyfeMMJnNTe96215rBTZuiV2gmnXqxAw4WZ92QG2vQVhxkXrra4UewHJL6L+Hsw6ixc47D0G2A82Y4vML5tdKpGVZ0OosTzJn0G4Qy9aegmbMFGl/AjAn2FX3BZAtMmVy6IXyrfOfJQqvc/1JCugBKuhJVWCbcf2vXgUaJ11QJATKtwlE9DqIqXGw/q0Z1XPUCp+o2Rgpu2uY2OBvsB6/333w66B0dLC21QV6SV2SHBOSQHJEPZEROCSXfyU/yi/zudDv9zmHnXStdX1vWPCcr0Tn+A4okKk8=</latexit>



Stackelberg learning

Assume

defender’s 
(leader) cost

attacker 
(follower) cost

linearly parameterized function 
approximator on compact set 𝒰

(results extend to only approx. match)

attack best-response learning rule:

defender’s adaptation rule: gradient descent with 
projection

(can be generalized 
by other adaptation 

mechanisms)
guarantees:

leader’s cost                     is monotonically decreasing; 
stops only if 

⤷ will prove: convergence

9✓ “ ´�eptq
„
r✓

›››fp✓, uq ´ a
›››
2
⇢

T⇥
<latexit sha1_base64="sPEklpKU+2tXbY+GMXuPpe9c9nY=">AAADiHicbVLbbtNAEN02XEq4tSCeeLGIKrWSW8WhqPAQqSovvCAFqTcpNtZ4PXa23YvZXacJxh/HZ/AFvMIfsI4jRFpGsnR2zpn1zOxJCs6M7fd/rK137ty9d3/jQffho8dPnm5uPTszqtQUT6niSl8kYJAziaeWWY4XhUYQCcfz5Op9w59PURum5ImdFxgJyCXLGAXrUvHmOEyVDe0ELQz3Qu4KU4hxx+56YcLyfBxKSDjErcILj1kefst22qNf7u5Bm/o8aPVRXJ3E4UnD1t14s9ff7y/Cuw2CJeiRZYzirfUXrh1aCpSWcjBmHPQLG1WgLaMc625YGiyAXkGO43TKCiNBoImq2WIRtbft+NTLlHaftN4i+29RBcKYuUicUoCdmJtck/wfN85A0rmdCH8BksQXShuMqstiIoBqZQar3VV0ggK0Xm25tNnbqGKyKC1K2rabldyzymvexkuZRmr53AF3KXNDe3QCGqh1L7hyfeMMJnNTe96215rBTZuiV2gmnXqxAw4WZ92QG2vQVhxkXrra4UewHJL6L+Hsw6ixc47D0G2A82Y4vML5tdKpGVZ0OosTzJn0G4Qy9aegmbMFGl/AjAn2FX3BZAtMmVy6IXyrfOfJQqvc/1JCugBKuhJVWCbcf2vXgUaJ11QJATKtwlE9DqIqXGw/q0Z1XPUCp+o2Rgpu2uY2OBvsB6/333w66B0dLC21QV6SV2SHBOSQHJEPZEROCSXfyU/yi/zudDv9zmHnXStdX1vWPCcr0Tn+A4okKk8=</latexit>

9u “ ´�u

„
ruJu

`
u, fp✓, uq

˘⇢

TU
<latexit sha1_base64="JPqDQ+/BTubwaSotHTCvktVY+1o=">AAADfHicbVLbbtNAEN0mXEq4tSCeeFkRKrXCjeJSLi+RKvGCkBBBatpKsWWt1xNn272YvaQJlj+Lj0G8wm8g1k6ESMtIls7OzFnPmT1pwZmx/f73jVb7xs1btzfvdO7eu//g4db2oxOjnKYwooorfZYSA5xJGFlmOZwVGohIOZymF+/q+ukMtGFKHttFAbEguWQTRon1qWTrU5Qpi91gP+KelJHE4ShleT6OJEl5ffyQuDqz64LJbmSnYEng9urM3rIzTsrjJDJUl6Oq6iRb3X6v3wS+DsIV6KJVDJPt1hM/AnUCpKWcGDMO+4WNS6ItoxyqTuQMFIRekBzG2YwVRhIBJi7njfgK7/h6hidK+09a3GT/JZVEGLMQqe8UxE7N1Vqd/F9tPCGSLuxUBA1I00AobSAuz4upIFQrc7A+XUmnIIjW6yM7O3kbl0wWzoKky3EnjmOrcP0eOGMaqOULD/ylzIvGdEo0oda/2tr1tRuYzE2F8Q5eGsCrzQAXmknf3eyAEwvzTsSNNWBLTmTuPHfwkVhO0upvwVuGUWMXHAaR3wDntTi4gMWl0pkZlHQ2T1LImQxqBDILZkQz7wgwgSBzJthXCASTS2Bceu5FBFYF3oeFVnnwxZGsAUp6iiosE/6/3iCRBgmXVAlBZFZGw2ocxmXUbH9SDquk7Ia+q1MbKbxqm+vg5KAXvuy9+nzYPTpcWWoTPUXP0C4K0Rt0hN6jIRohir6hH+gn+tX63X7eftHeX7a2Nlacx2gt2q//AAWBJmg=</latexit>



q Follower:

q Leader:

q Est.:

Best response:

Assume —(·) = f(◊ú, ·) œ {f(◊, ·) : ◊ œ �}
<latexit sha1_base64="L7elcRlSiCpHOzACjRYOZ5Ipu98=">AAABwnicZY/PSsNAEMY39V+NVaMeBQn2UqWURBFBEAp68CK00H/gtmWzmda1m03MbrQS+wzefQZvPk2v+h5iatpD7Xf65vfNMDNOwJlUljXWMkvLK6tr2XV9I7e5tW3s7DakH4UU6tTnfthyiATOBNQVUxxaQQjEczg0ncHVJG8+QSiZL2rqJYC2R/qC9RglKkFd4xY7oEgBU9dXR+al2StgdZ+QznHRnELMhInjWTDDF2Zap3FtYvGoa+StkvUnc9HYU5Mv596qH+8/B5Wu0cGuTyMPhKKcSHlnW4FqxyRUjHIY6TiSEBA6IH2Iuee7EIp5KOBZDRUMVYKZCCIVu9Bjgk2+G+l6cpD9f/2iaZyU7NPSWTW5rIhSZdE+OkQFZKNzVEY3qILqiKJPNEZf6Fu71h60R02mrRltOrOH5qS9/gIEAX7o</latexit>

✓̇ = �e(t)
⇥
�r✓kf(✓, u)� ak2

⇤
T⇥

<latexit sha1_base64="AqZ7RxwkhngyY/pScdzY8NW0OXI=">AAACRXicbVBNaxRBEO2JUeP6tepRDx2DsIFkmYmIXoSAB3NMYDcJbI9DTW/NbpOenqG7Rlgm+1P8Gbnm4MW7N/+BlxwiIVftnclBEwsaHu+Dqn5pqZWjMPwRLN1avn3n7sq9zv0HDx897j55uu+KykocykIX9jAFh1oZHJIijYelRchTjQfp0YeFfvAZrVOFGdCsxDiHiVGZkkCeSrpCjAsSNEUC/p4L7ZNjSLBH61ykajLi9aYwkGqYJ7VYbY1zLo6zXos3eLXONzmI409bTSJO6kEiBo0v6a6F/bAZfhNEV2Bt+8XHk/PTiy+7Sfe7P0dWORqSGpwbRWFJcQ2WlNQ474jKYQnyCCY48tBAji6umxbm/JVnxjwrrH+GeMP+naghd26Wp96ZA03ddW1B/k8bVZS9i2tlyorQyHZRVmlOBV9UysfKoiQ98wCkVf5WLqdgQZIvvuNLiK5/+SbY3+pHr/tv9nwbG6ydFfacvWQ9FrG3bJvtsF02ZJJ9ZT/ZOfsVfAvOgovgsrUuBVeZZ+yfCX7/AcATtQ0=</latexit>

Opt.:

Theorem.
1. After finite time     , estimate will accurately predict 

2. Leader will converge to 1st-order optimality condition

3. One can use probing to guarantee correct estimation

T
<latexit sha1_base64="XHpNaRMcnynMPLnjfxCc4m9IedU=">AAABdHicZY5NS8NAEIYn9avGr6pHRcQgeJCwqYhHC148NtC0BVvLZjMtSze7IbvRSujRk1f9Id78K/4GPXs2tb3UvqeHZ2aYN0wE14aQT6u0tLyyulZetzc2t7Z3Krt7Ta2ylGHAlFBpO6QaBZcYGG4EtpMUaRwKbIXDm8m89YCp5ko2zFOC3ZgOJO9zRk2h/Eav4hCX/OV4EbwZONfvX89HH/53vVe570SKZTFKwwTV+s4jienmNDWcCRzbnUxjQtmQDjAXsYowlfNS4qMZGRyZQnOZZCaPsM8ln/QZ23ZRyPv/fhGaVde7cC994tTOYZoyHMAJnIEHV1CDW6hDAAwQXuAV3uDHOrQc63S6WrJmN/swF8v9BY+OY/k=</latexit>..f(◊(t), u(t)) ≠ a(t)

.. < Á ’ t Ø T
<latexit sha1_base64="v9pji1coCXBJGGPziUW2k4g52Yc=">AAABwnicZU/LTgJBEJzFF64vlKOXiVwgQbKrMV48kOjBiwkmvBIHyezQrCOzM8vOLGKAo1/kV/gJHNUf8BNchAtSh051dXW62gsF18ZxplZqbX1jcyu9be/s7u0fZA6P6lrFEYMaU0JFTY9qEFxCzXAjoBlGQANPQMPrXc/mjQFEmitZNa8htALqS97ljJpEamfuiMd9MsbdPDFPYGjeFIo4TmoBn+JZhxeGK0wGNIJQc6EkJv1+TDuYdFVEhcAGEx/6uNrO5JyS8we8StwFyZWzn9WPtx9VaWceSUexOABpmKBaP7hOaFojGhnOBExsEmsIKetRH0YiUB2I5LIo4cUMDQxNInMZxmbUgS6XfPbdxLaTQO7/86ukflZyz0sX90myIpojjY7RCcojF12iMrpFFVRDDL2jKfpC39aN9Wz1LT23pqzFThYtwRr/Av4hfxQ=</latexit>

generalize Barbalat’s lemma 
for hysteresis switching

establish invariance principle 
for projected gradient 
descent

persistent excitation (PE)

Î◊(t) ≠ ◊úÎ < Á◊ ’ t Ø T
<latexit sha1_base64="Gj7uDEEJ4HZn6uiC+9QzVezkTSM=">AAABunicZY/NTsJAFIWn+IcVterSxExkg0ZJqzFuWJAYE5eQ8Jc4QKbTC06Y/tDeIgZ4Bve+gr6MS/VdjMWyUc7qyznn5t5rB0pGaJofWmZldW19I7upb+W2d3aNvf1G5MehgLrwlR+2bB6Bkh7UUaKCVhACd20FTXtwM8+bIwgj6Xs1fAqg7fK+J3tScEysrnHLpgwfAHkBT+g5Tblzyqa0RNmIhxBEUiXFNKBsOIy5Q1nPD7lSFCnrw5DWukbeLJq/ostgLSBfzj1X316+jypdo8McX8QueCgUj6J7ywywPeEhSqFgprM4goCLAe/DRLm+A6H31/TgEccIY0xs6QUxThzoSU/Ov5rpenKQ9X/9MjQuitZl8aqaXHZGUmXJITkmBWKRa1Imd6RC6kSQV/JOPsmXVtJsTWqDtJrRFjMH5I80/AHLFH0p</latexit>

⁄ t+·0

t
Ò◊f(s)€Ò◊f(s) ds Ø –0I

<latexit sha1_base64="o+279Fy7AZeWx6xMgOim7l9A8/U=">AAAB73icbVDLMgNBFO32COKR8djZtMciSio1Q6HsUiywQ4lQ6WSqZ3KTdOn0jOk7hKn5AgtLO2Xrk5SNT5FgQ5zVqXPu49zrhUoatO03OjQ8MpoZG5/ITk5Nz+Ss2blzE8SRD2U/UEF04QkDSmooo0QFF2EEouMpqHhX+32/cgORkYE+w7sQah3R0rIpfYE9ybXuOUIXv+ZUTw/2aoldcJyNgrO7nSZcanQTTOsJrnMUsWunjC9xLTwl3KTHsA0oUtbMm7U6xyBk/3uMN5hhvAXXjAsVtoVrs6M061ordtH+Ahskzg9ZKS2fPjwuvF8eu1adNwI/7oBGXwljqo4dYi0REUpfQZrlsYFQ+FeiBYnqBA2I9G9Rwy12+/f2ZKnDGJMGNKWW/Vek2X4g5+/6QXK+UXQ2i1snvWSr5BvjZJEskzxxyA4pkUNyTMrEJx80Q3PUotf0iT7Tl+/SIfrTM09+gb5+Ao9MjZg=</latexit>

hysteresis switching: 
stops only if error is smaller than " > 0

<latexit sha1_base64="9zJjfpqahMacDLolvhNntzUoiB0=">AAAB+HicdVDLSgMxFM3UqrU+OurSTbAKIjjM9GHtRgsiuKxgbaEdSiZN29BMZkgyhTr0D/wDNy4UceunuBP8GNOHoKIHLhzOuZd77/FCRqWy7XcjsZBcXFpOraRX19Y3Mubm1o0MIoFJDQcsEA0PScIoJzVFFSONUBDke4zUvcH5xK8PiZA04NdqFBLXRz1OuxQjpaW2mWkNkSChpCzg8BTabTNrW/YU0LYK+XLOOdakVMyVCw505lb27KOcPLo7vKi2zbdWJ8CRT7jCDEnZdOxQuTESimJGxulWJEmI8AD1SFNTjnwi3Xh6+Bjua6UDu4HQxRWcqt8nYuRLOfI93ekj1Ze/vYn4l9eMVPfEjSkPI0U4ni3qRgyqAE5SgB0qCFZspAnCgupbIe4jgbDSWaV1CF+fwv/JTc5y8lbxys5W9sAMKbADdsEBcEAJVMAlqIIawCAC9+ARPBm3xoPxbLzMWhPGfGYb/IDx+gmDFpUo</latexit>

Convergence analysis

a(t)
<latexit sha1_base64="PmqpzoHeTXnVeXyQX763avY4YnA=">AAABd3icZY7PSsNAEIcn9V+NVaMeBRULEkFKoojXghePLZi2YGvZbKZ16WYTshOthL6CHhWfwRfyUbyIie2l9nf6+M0M8/mxFJoc58soLS2vrK6V182NyubWtrWz29JRmnD0eCSjpOMzjVIo9EiQxE6cIAt9iW1/dF3M24+YaBGpW3qOsReyoRIDwRkVFbPptG9VnZrzl6NFcGdQrVdem58fPweNvnXfDSKehqiIS6b1nevE1MtYQoJLnJjdVGPM+IgNMZNhFGCi5kuFTzQmHFNeCxWnlAU4EEoUShPTzIXc/+8XoXVecy9ql83c7AymKcM+HIMNLlxBHW6gAR5weIAXeIN3+DYOjRPDnq6WjNnNHszFcH8BEF1kBA==</latexit>



÷ ◊ú œ � : max
uœU

Îf(◊ú, u) ≠ —(u)Î Æ Áf
<latexit sha1_base64="MnJlfbrZiskAgi6gShDi7+SpvlI=">AAAB8XicZVDLTsJAFJ3BF+ILNa5MzERjAgZJixqiK6MLXaoBNWGATIcLTphOa2eKmNIPcWfc+kVu/RJb0YVyVuee+zr3Or4U2ljWB85MTc/MzmXncwuLS8sr+dW1W+2FAYc696QX3DtMgxQK6kYYCfd+AMx1JNw5/fM0fzeAQAtP1cyzD02X9ZToCs5MIrXzI2pgaL7nNG4uzppR5aBasitHpcPjOKIwTBxoQs0DGNbaI1QoQmtpcEKoy4btKBxrvB4TOuoWfitLJCySfUKdJCqERToiVMIjoQMWgK+FTFZ341w7v2OVrW+QSWL/kJ3T3eOtjrfhXLXzLdrxeOiCMlwyrRu25ZtmxAIjuIQ4R0MNPuN91oNIul4HAvVXVPBkhunFiSyUH5qoA12hRPqMOJcasv+vnyS3lbJ9UD66TpyV0BhZtIm2UQHZqIpO0SW6QnXE0SfO4lW8hjV+wa/4bVyawT896+gP8PsXIziM2g==</latexit>

✓̇ = �e(t)
⇥
�r✓kf(✓, u)� ak2

⇤
T⇥

<latexit sha1_base64="AqZ7RxwkhngyY/pScdzY8NW0OXI=">AAACRXicbVBNaxRBEO2JUeP6tepRDx2DsIFkmYmIXoSAB3NMYDcJbI9DTW/NbpOenqG7Rlgm+1P8Gbnm4MW7N/+BlxwiIVftnclBEwsaHu+Dqn5pqZWjMPwRLN1avn3n7sq9zv0HDx897j55uu+KykocykIX9jAFh1oZHJIijYelRchTjQfp0YeFfvAZrVOFGdCsxDiHiVGZkkCeSrpCjAsSNEUC/p4L7ZNjSLBH61ykajLi9aYwkGqYJ7VYbY1zLo6zXos3eLXONzmI409bTSJO6kEiBo0v6a6F/bAZfhNEV2Bt+8XHk/PTiy+7Sfe7P0dWORqSGpwbRWFJcQ2WlNQ474jKYQnyCCY48tBAji6umxbm/JVnxjwrrH+GeMP+naghd26Wp96ZA03ddW1B/k8bVZS9i2tlyorQyHZRVmlOBV9UysfKoiQ98wCkVf5WLqdgQZIvvuNLiK5/+SbY3+pHr/tv9nwbG6ydFfacvWQ9FrG3bJvtsF02ZJJ9ZT/ZOfsVfAvOgovgsrUuBVeZZ+yfCX7/AcATtQ0=</latexit>

" > "f
<latexit sha1_base64="Z0gJkqLKq4xHlJjlhteMUk4qmAw=">AAACKHicbVBNSxxBEO3xO5uoGz3m0mgCOcgysyqai4oJJDlFg6vCzrDU9NZosz09TXeNuAz7X7zkkr+SSxBD8BryQ9K768GPPCh4vFfVXfVSo6SjMLwNJianpmdm557Vnr+YX1isv1w6dkVpBbZEoQp7moJDJTW2SJLCU2MR8lThSdp7P/RPLtA6Wegj6htMcjjTMpMCyEud+m5MeEmjd9pfP+4nVXN9ay1qbq5tvBtU8QVYNE6qQvMdHvfAGOD3xE426NRXw0Y4An9Kojuyujf7+e+Xq8MPB536ddwtRJmjJqHAuXYUGkoqsCSFwkEtLh0aED04w7anGnJ0STVacMDfeKXLs8L60sRH6v2JCnLn+nnqO3Ogc/fYG4r/89olZdtJJbUpCbUYf5SVilPBh6nxrrQoSPU9AWGl35WLc7AgyGdb8yFEj09+So6bjWi9sXno03jNxphjr9gKe8sitsX22Cd2wFpMsG/sB7thv4Lvwc/gd3A7bp0I7maW2QMEf/4B2EOoxA==</latexit>

persistent excitation (PE)
⁄ t+·0

t
Ò◊f(s)€Ò◊f(s) ds Ø –0I

<latexit sha1_base64="o+279Fy7AZeWx6xMgOim7l9A8/U=">AAAB73icbVDLMgNBFO32COKR8djZtMciSio1Q6HsUiywQ4lQ6WSqZ3KTdOn0jOk7hKn5AgtLO2Xrk5SNT5FgQ5zVqXPu49zrhUoatO03OjQ8MpoZG5/ITk5Nz+Ss2blzE8SRD2U/UEF04QkDSmooo0QFF2EEouMpqHhX+32/cgORkYE+w7sQah3R0rIpfYE9ybXuOUIXv+ZUTw/2aoldcJyNgrO7nSZcanQTTOsJrnMUsWunjC9xLTwl3KTHsA0oUtbMm7U6xyBk/3uMN5hhvAXXjAsVtoVrs6M061ordtH+Ahskzg9ZKS2fPjwuvF8eu1adNwI/7oBGXwljqo4dYi0REUpfQZrlsYFQ+FeiBYnqBA2I9G9Rwy12+/f2ZKnDGJMGNKWW/Vek2X4g5+/6QXK+UXQ2i1snvWSr5BvjZJEskzxxyA4pkUNyTMrEJx80Q3PUotf0iT7Tl+/SIfrTM09+gb5+Ao9MjZg=</latexit>

Model mismatch

q Follower:

q Leader:

q Est.:

Best response:

Assume —(·) = f(◊ú, ·) œ {f(◊, ·) : ◊ œ �}
<latexit sha1_base64="L7elcRlSiCpHOzACjRYOZ5Ipu98=">AAABwnicZY/PSsNAEMY39V+NVaMeBQn2UqWURBFBEAp68CK00H/gtmWzmda1m03MbrQS+wzefQZvPk2v+h5iatpD7Xf65vfNMDNOwJlUljXWMkvLK6tr2XV9I7e5tW3s7DakH4UU6tTnfthyiATOBNQVUxxaQQjEczg0ncHVJG8+QSiZL2rqJYC2R/qC9RglKkFd4xY7oEgBU9dXR+al2StgdZ+QznHRnELMhInjWTDDF2Zap3FtYvGoa+StkvUnc9HYU5Mv596qH+8/B5Wu0cGuTyMPhKKcSHlnW4FqxyRUjHIY6TiSEBA6IH2Iuee7EIp5KOBZDRUMVYKZCCIVu9Bjgk2+G+l6cpD9f/2iaZyU7NPSWTW5rIhSZdE+OkQFZKNzVEY3qILqiKJPNEZf6Fu71h60R02mrRltOrOH5qS9/gIEAX7o</latexit>

✓̇ = �e(t)
⇥
�r✓kf(✓, u)� ak2

⇤
T⇥

<latexit sha1_base64="AqZ7RxwkhngyY/pScdzY8NW0OXI=">AAACRXicbVBNaxRBEO2JUeP6tepRDx2DsIFkmYmIXoSAB3NMYDcJbI9DTW/NbpOenqG7Rlgm+1P8Gbnm4MW7N/+BlxwiIVftnclBEwsaHu+Dqn5pqZWjMPwRLN1avn3n7sq9zv0HDx897j55uu+KykocykIX9jAFh1oZHJIijYelRchTjQfp0YeFfvAZrVOFGdCsxDiHiVGZkkCeSrpCjAsSNEUC/p4L7ZNjSLBH61ykajLi9aYwkGqYJ7VYbY1zLo6zXos3eLXONzmI409bTSJO6kEiBo0v6a6F/bAZfhNEV2Bt+8XHk/PTiy+7Sfe7P0dWORqSGpwbRWFJcQ2WlNQ474jKYQnyCCY48tBAji6umxbm/JVnxjwrrH+GeMP+naghd26Wp96ZA03ddW1B/k8bVZS9i2tlyorQyHZRVmlOBV9UysfKoiQ98wCkVf5WLqdgQZIvvuNLiK5/+SbY3+pHr/tv9nwbG6ydFfacvWQ9FrG3bJvtsF02ZJJ9ZT/ZOfsVfAvOgovgsrUuBVeZZ+yfCX7/AcATtQ0=</latexit>

Opt.:
hysteresis switching: 
stops only if error is smaller than 

Theorem.
1. After finite time     , estimate will accurately predict 

2. Leader will converge to 1st-order optimality condition

3. One can use probing to guarantee correct estimation

T
<latexit sha1_base64="XHpNaRMcnynMPLnjfxCc4m9IedU=">AAABdHicZY5NS8NAEIYn9avGr6pHRcQgeJCwqYhHC148NtC0BVvLZjMtSze7IbvRSujRk1f9Id78K/4GPXs2tb3UvqeHZ2aYN0wE14aQT6u0tLyyulZetzc2t7Z3Krt7Ta2ylGHAlFBpO6QaBZcYGG4EtpMUaRwKbIXDm8m89YCp5ko2zFOC3ZgOJO9zRk2h/Eav4hCX/OV4EbwZONfvX89HH/53vVe570SKZTFKwwTV+s4jienmNDWcCRzbnUxjQtmQDjAXsYowlfNS4qMZGRyZQnOZZCaPsM8ln/QZ23ZRyPv/fhGaVde7cC994tTOYZoyHMAJnIEHV1CDW6hDAAwQXuAV3uDHOrQc63S6WrJmN/swF8v9BY+OY/k=</latexit>..f(◊(t), u(t)) ≠ a(t)

.. < Á ’ t Ø T
<latexit sha1_base64="v9pji1coCXBJGGPziUW2k4g52Yc=">AAABwnicZU/LTgJBEJzFF64vlKOXiVwgQbKrMV48kOjBiwkmvBIHyezQrCOzM8vOLGKAo1/kV/gJHNUf8BNchAtSh051dXW62gsF18ZxplZqbX1jcyu9be/s7u0fZA6P6lrFEYMaU0JFTY9qEFxCzXAjoBlGQANPQMPrXc/mjQFEmitZNa8htALqS97ljJpEamfuiMd9MsbdPDFPYGjeFIo4TmoBn+JZhxeGK0wGNIJQc6EkJv1+TDuYdFVEhcAGEx/6uNrO5JyS8we8StwFyZWzn9WPtx9VaWceSUexOABpmKBaP7hOaFojGhnOBExsEmsIKetRH0YiUB2I5LIo4cUMDQxNInMZxmbUgS6XfPbdxLaTQO7/86ukflZyz0sX90myIpojjY7RCcojF12iMrpFFVRDDL2jKfpC39aN9Wz1LT23pqzFThYtwRr/Av4hfxQ=</latexit>

Î◊(t) ≠ ◊úÎ < Á◊ ’ t Ø T
<latexit sha1_base64="Gj7uDEEJ4HZn6uiC+9QzVezkTSM=">AAABunicZY/NTsJAFIWn+IcVterSxExkg0ZJqzFuWJAYE5eQ8Jc4QKbTC06Y/tDeIgZ4Bve+gr6MS/VdjMWyUc7qyznn5t5rB0pGaJofWmZldW19I7upb+W2d3aNvf1G5MehgLrwlR+2bB6Bkh7UUaKCVhACd20FTXtwM8+bIwgj6Xs1fAqg7fK+J3tScEysrnHLpgwfAHkBT+g5Tblzyqa0RNmIhxBEUiXFNKBsOIy5Q1nPD7lSFCnrw5DWukbeLJq/ostgLSBfzj1X316+jypdo8McX8QueCgUj6J7ywywPeEhSqFgprM4goCLAe/DRLm+A6H31/TgEccIY0xs6QUxThzoSU/Ov5rpenKQ9X/9MjQuitZl8aqaXHZGUmXJITkmBWKRa1Imd6RC6kSQV/JOPsmXVtJsTWqDtJrRFjMH5I80/AHLFH0p</latexit>

a(t)
<latexit sha1_base64="PmqpzoHeTXnVeXyQX763avY4YnA=">AAABd3icZY7PSsNAEIcn9V+NVaMeBRULEkFKoojXghePLZi2YGvZbKZ16WYTshOthL6CHhWfwRfyUbyIie2l9nf6+M0M8/mxFJoc58soLS2vrK6V182NyubWtrWz29JRmnD0eCSjpOMzjVIo9EiQxE6cIAt9iW1/dF3M24+YaBGpW3qOsReyoRIDwRkVFbPptG9VnZrzl6NFcGdQrVdem58fPweNvnXfDSKehqiIS6b1nevE1MtYQoJLnJjdVGPM+IgNMZNhFGCi5kuFTzQmHFNeCxWnlAU4EEoUShPTzIXc/+8XoXVecy9ql83c7AymKcM+HIMNLlxBHW6gAR5weIAXeIN3+DYOjRPDnq6WjNnNHszFcH8BEF1kBA==</latexit>

generalize Barbalat’s lemma 
for hysteresis switching

establish invariance principle 
for projected gradient 
descent



u
⇤ = 1/2. However, we consider a scenario where it does not

and, instead, will use the approach proposed in this paper to
construct its best action. To this effect, the router will assume
the attacker’s strategy (best-response function) to be of the
form1

f(✓, u) :=
4X

j=1

✓jFj(u),

where the RBF Fj : [0, 1] ! R are defined by

Fj(u) := 1(�1/8,1/8](ku� (2j � 1)/8k), j = 1, . . . , 4,

and ✓ is the parameter estimate in the parameter set ⇥ :=
[0, 1]4. For the specific cost function H , the attacker’s actual
best response is given by f(✓⇤, u) with ✓

⇤ = (0, 0, 1, 1).
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Fig. 2. Simulation results w/o PE (horizontal axis unit: ⇥104 iterations).
In the first 104 iterations, the router’s action u converges to the optimum
u⇤ = 1/2; in the second 104 iterations, the attacker’s cost function changes,
and the router’s action u converges to the new optimum u⇤ = 1/4; the
parameter estimate ✓ does not converge to the actual parameter ✓⇤ in either
case.

In simulation shown in Fig. 2 and 3, the threshold "obs is
set to 10�3, and the initial values of the parameter estimate
✓ and the router’s action u are randomly generated. For
the case without enforcing PE in Fig. 2, in the first 104

iterations the router’s action u converges to the optimum
u
⇤ = 1/2, despite that the parameter estimate ✓ does not

converge to the actual parameter ✓
⇤. In Fig. 3, we enforce

PE by adding some random noise to u for a short interval
when the observation error keobsk < "obs. In this case, in
the first 104 iterations the router’s action u converges to the
optimum u

⇤ = 1/2, and the parameter estimate ✓ converges
to the actual parameter ✓

⇤. In both cases, we also simulate
the scenario where after 104 iterations, the attacker starts
focusing more on disrupting the link l1, so that the new value
of the unknown parameter is ✓

⇤ = (0, 1, 1, 1), and the new
router’s Stackelberg equilibrium action is u

⇤ = 1/4. The

1The function f used here actually violates the regularity conditions in
Assumption 1 as it is discontinuous in u. The continuity requirement of f
in Assumption 1 is only needed so that the gradient descent is well-defined
and does not lead to chattering. In simulation, these issues can be handled
by using generalized subgradients at discontinuities [24] and setting u̇ = 0
when the right-hand side of (12) becomes very small.

corresponding simulation results show that our estimation
and minimization algorithm is able to identify this switch
in the attack, as the router’s action converges to the new
optimum u

⇤ = 1/4 in both Fig. 2 and 3, and the parameter
estimate ✓ converges to the new parameter ✓⇤ in Fig. 3.
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Fig. 3. Simulation results w/ PE (horizontal axis unit: ⇥104 iterations).
In the first 104 iterations, the router’s action u converges to the optimum
u⇤ = 1/2; in the second 104 iterations, the attacker’s cost function changes,
and the router’s action u converges to the new optimum u⇤ = 1/4; the
parameter estimate ✓ converges to the actual parameter ✓⇤ in both cases.

VII. FUTURE RESEARCH TOPICS

An advantage of our estimation law (8) is that the norm
of the estimation error k✓� ✓

⇤k will be monotonically non-
increasing, and the observation error eobs will be bounded
by the preselected, arbitrarily small threshold "obs in finite
time, regardless how the leader’s action is adjusted. A future
research topic is to integrate our estimation law with more
efficient optimization methods for minimizing the leader’s
cost. Other future research topics include to relax the affine
condition in Assumption 1, and to extend the current results
to Stackelberg games on distributed networks.

APPENDIX
PROJECTED DYNAMICAL SYSTEMS

Let S ⇢ Rn be a compact convex set, and g : S !
Rn a locally Lipschitz function. In this section, we prove
existence, boundedness, and uniqueness of solutions for the
projected dynamical system

ẋ = [g(x)]TS . (27)

The difficulty in analyzing (27) lies in that fact that its right-
hand side is potentially discontinuous due to the tangent pro-
jection. Therefore, we extend (27) to a differential inclusion
that satisfies a suitable notion of semicontinuity. Consider
the set-valued function G : Rn ◆ Rn defined by

G(x) :=
\

">0

conv{[g([y]S)]TS : y 2 B"(x)}, (28)

where [y]S := argminz2S kz � yk denotes the projection
of a point y 2 Rn onto S . Existence, boundedness, and
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Routing game example
link 1

link 2

source
destination

• initially attacker wants to 
disrupt both links equally

router’s policy adjusts to 
balance traffic

% traffic through link 1

% attack through link 1
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and, instead, will use the approach proposed in this paper to
construct its best action. To this effect, the router will assume
the attacker’s strategy (best-response function) to be of the
form1

f(✓, u) :=
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✓jFj(u),

where the RBF Fj : [0, 1] ! R are defined by

Fj(u) := 1(�1/8,1/8](ku� (2j � 1)/8k), j = 1, . . . , 4,

and ✓ is the parameter estimate in the parameter set ⇥ :=
[0, 1]4. For the specific cost function H , the attacker’s actual
best response is given by f(✓⇤, u) with ✓

⇤ = (0, 0, 1, 1).
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In simulation shown in Fig. 2 and 3, the threshold "obs is
set to 10�3, and the initial values of the parameter estimate
✓ and the router’s action u are randomly generated. For
the case without enforcing PE in Fig. 2, in the first 104

iterations the router’s action u converges to the optimum
u
⇤ = 1/2, despite that the parameter estimate ✓ does not

converge to the actual parameter ✓
⇤. In Fig. 3, we enforce

PE by adding some random noise to u for a short interval
when the observation error keobsk < "obs. In this case, in
the first 104 iterations the router’s action u converges to the
optimum u

⇤ = 1/2, and the parameter estimate ✓ converges
to the actual parameter ✓

⇤. In both cases, we also simulate
the scenario where after 104 iterations, the attacker starts
focusing more on disrupting the link l1, so that the new value
of the unknown parameter is ✓

⇤ = (0, 1, 1, 1), and the new
router’s Stackelberg equilibrium action is u

⇤ = 1/4. The

1The function f used here actually violates the regularity conditions in
Assumption 1 as it is discontinuous in u. The continuity requirement of f
in Assumption 1 is only needed so that the gradient descent is well-defined
and does not lead to chattering. In simulation, these issues can be handled
by using generalized subgradients at discontinuities [24] and setting u̇ = 0
when the right-hand side of (12) becomes very small.

corresponding simulation results show that our estimation
and minimization algorithm is able to identify this switch
in the attack, as the router’s action converges to the new
optimum u

⇤ = 1/4 in both Fig. 2 and 3, and the parameter
estimate ✓ converges to the new parameter ✓⇤ in Fig. 3.
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VII. FUTURE RESEARCH TOPICS

An advantage of our estimation law (8) is that the norm
of the estimation error k✓� ✓

⇤k will be monotonically non-
increasing, and the observation error eobs will be bounded
by the preselected, arbitrarily small threshold "obs in finite
time, regardless how the leader’s action is adjusted. A future
research topic is to integrate our estimation law with more
efficient optimization methods for minimizing the leader’s
cost. Other future research topics include to relax the affine
condition in Assumption 1, and to extend the current results
to Stackelberg games on distributed networks.

APPENDIX
PROJECTED DYNAMICAL SYSTEMS

Let S ⇢ Rn be a compact convex set, and g : S !
Rn a locally Lipschitz function. In this section, we prove
existence, boundedness, and uniqueness of solutions for the
projected dynamical system

ẋ = [g(x)]TS . (27)

The difficulty in analyzing (27) lies in that fact that its right-
hand side is potentially discontinuous due to the tangent pro-
jection. Therefore, we extend (27) to a differential inclusion
that satisfies a suitable notion of semicontinuity. Consider
the set-valued function G : Rn ◆ Rn defined by

G(x) :=
\

">0

conv{[g([y]S)]TS : y 2 B"(x)}, (28)

where [y]S := argminz2S kz � yk denotes the projection
of a point y 2 Rn onto S . Existence, boundedness, and
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Routing game example
link 1

link 2
• initially attacker wants to 

disrupt both links equally

router’s policy adjusts to 
balance traffic

• at time 1, attacker’s goal 
changes to disrupt link 1

router’s policy shifts 
more traffic to link 2

% traffic through link 1

% attack through link 1
On both cases, attacker’s 
best response is to focus 
all attack traffic on single 
link, but router learns intent 
through probing

source
destination



Outline

Partial information games

➼ Sensor manipulation
- Sensor-reveal game
- Existence/computation of Nash equilibrium
- Data-driven approach to detection

➼ Asymmetric information
- online learning of the attacker’s best response
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