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We report on the development of an iterative image reconstruction scheme for optical tomography
that is based on the equation of radiative transfer. Unlike the commonly applied diffusion approxi-
mation, the equation of radiative transfer accurately describes the photon propagation in turbid
media without any limiting assumptions regarding the optical properties. The reconstruction scheme
consists of three major part§l) a forward model that predicts the detector readings based on
solutions of the time-independent radiative transfer equat®)ran objective function that provides

a measure of the differences between the detected and the predicted daf@) andupdating
scheme that uses the gradient of the objective function to perform a line minimization to get new
guesses of the optical properties. The gradient is obtained by employing an adjoint differentiation
scheme, which makes use of the structure of the finite-difference discrete-ordinate formulation of
the transport forward model. Based on the new guess of the optical properties a new forward
calculation is performed to get new detector predictions. The reconstruction process is completed
when the minimum of the objective function is found within a defined error. To illustrate the
performance of the code we present initial reconstruction results based on simulated dag&29 ©
American Association of Physicists in Medicif80094-24089)01208-(
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[. INTRODUCTION are generally based on the diffusion approximation to the
_ _ _ ~equation of radiative transféf=** Furthermore, most of the
In recent years optical methods using near-infrared light,rently available imaging techniques require that the ob-

((leR) have _becog_e_'lfg‘?s'”g'y |mportfa_nt for npnlnv§5|;/ejects to be reconstructed are small perturbations to an other-
t|agnost|chs |r(1)_rp € _Ifﬁ'.n ) rln_ajor area o g‘t?trestt.'s otptlca wise known reference medium. For a more detailed review
omography( .)' . 'S. nhove |m§g|ng mo "’.“y. ”?S 0 € of state-of-the-art reconstruction schemes, see, for example,
construct the distribution of optical properties inside an ob-Refs 45 and 46

ject by using results of light-transmission measurements per- Recently, increasing attention has been paid to gradient-

f he ci f . Typically, th i f ; L . )

.ormed on the cireumrerence. 1ypicaly, the properties o based iterative image reconstructi@alIR) methods, which

interest are the scattering coefficigng, the reduced scatter- overcome the limitations of small perturbatidis® These

ing coefficient u;=(1—g)us, the absorption coefficient terati h ist of th per ats d'ff )

Wa, or the diffusion coefficienD =c¢/(3(ua+ 1s)). The an- :cera 'Vg sC derlrﬁ]s fonS'Stﬁ d.;?e major p i at ! us:jqnt th

isotropy factorg is defined as the expectation value of the orward mode! that uses the diffusion equation to precict the
detector readings based on a given spatial distribution of

cosine of the scattering anghe andc=c,,./n is the ratio of ) ) o ,
the speed of lightc, .., and the refractive index), of the optical properties(2) an objective functionb that compares

medium. Changes in the optical properties are closely relatetfi€ Predicted with measured signals, a®l an updating
to physiological and pathological changes of different tis-Scheme that uses the gradient of the objective function with

sues. For example, OT has been used to detect brafi$SPectto the optical properties.to provide optical parameters
hemorrhage$;” to diagnose breast candetand to investi- for subsequent forward calculations. Our group reported on a
gate rheumatoid arthritis in finger joints:*? particular schenf@ that uses adjoint differentiation tech-
The technology for making light-transmission measure-Niques to calculate the gradient of the objective function and
ment on human subjects is nowadays readily available'® employs a gradient-based line-minimization technique to
However, a major challenge remains the development of algenerate updated optical parameters. We demonstrated the
gorithms that transform these measurements into useful imsuccessful reconstruction of two-dimension@D) slices
ages. Research groups have devised various mathemati¢arough the brain and simple two- and three-dimensional
methods for solving the reconstruction problem in OT. Com-tissue—phantom systems.
monly applied schemes are modified backprojection All of the currently existing reconstruction schemes, in-
methods;’~° diffraction tomography®~2® perturbation cluding the GIIR algorithms, are based on the diffusion ap-
approache&*~2°full matrix inversion techniquéd—°and el-  proximation to the equation for radiative transfer. This ap-
liptic system method&>** All these reconstruction schemes proximation is only valid for highly scattering media with
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1e3> g and large source—detector pair separation. Thus, thia numerical solution of the light distribution inside the object
model fails if it is applied to highly absorbing media where ) and predicts the energy radianég on the boundary()
the reduced scattering coefficiept, is similar or smaller based on the equation of radiative transfer starting with an
than the absorption coefficiept, . Furthermore, recent stud- initial guessuo=[ uso(r),a0(r)] of the optical parameters
ies suggest that diffusion theory fails to accurately describend light sourceS(r;) at the positionss. A given set of
light propagation in voidlike region®. >3 These low scatter- measurement® on the boundary) is compared with the
ing and low absorbing areas are present in the cerebrospingét of the predicted radiancds;(uo) by defining an objec-
fluid of the brain, the synovial fluid of human finger joints, or tive function ¢. An optimization technique is used to mini-
the amniotic fluid in the female uterus. Examples for highlymize the objective functio). For this optimization the op-
absorbing regions in the body are hematoma or liver tissudical parameterg.y are updated using the derivatide®/du
For these cases it is highly desirable to have a reconstructianf the objective function with respect to the optical proper-
code that is based on the theory of radiative transfer. ties. The gradient is computed by an adjoint differentiation
Several researchers have already worked on the invergechnique, which takes advantage of a well-chosen numerical
problem concerning the equation of radiative transfer. A madiscretization of the forward model. A new forward calcula-
jority of these studies deal with plane-parallel media. For thigion is performed based on the new set of optical parameters
geometry time-dependent and time-independent solutiongg+Aw. The iteration process is finished when the mini-
have been provided for media that are either spatially homomum of the objective function is reached within a specified
geneous or nonhomogeneous and have source and detectersor. At this point the predicted detector readings are iden-
either inside or outside the mediutt.>® Non-plane-parallel tical to the measured detector readings within a given toler-
configurations were considered only by a few scientistsance. The optical parameterg, are mapped into a two-
Larsen”®® reports on a method to solve the time- dimensional image. In the following sections we describe in
independent inverse transport problem for optically thin me-detail the three different components and how they work
dia. Elliot®® found a solution for a weakly absorbing me- together to yield a reconstructed image of the optical prop-
dium with a point source, but did not present actualerties.
reconstructions. Wang and Uéfi@stablished a theoretical
procedure for estimating the two-dimensional distribution ofA. Forward transport model
the ground albedo of the earth ?ly measurementgzmade OUt we use the equation of radiative transfer as a forward
side the atmosphere_. Aronsenal._ gnd Chanegt al. u;ed model that predicts the detector readings. This integro-
a Monte.—Carlo solution of Fhe .adjomt trans_port quat|on. Todifferential equation is usually derived by considering energy
locate discrete absorbers in highly scattering media from 0z onservation in a small volunf %6 and can be written for

mographic data, Aronsort al. applied a backprojection the two-dimensional time-dependent case as
method while Changet al. used a perturbation theory ap-

proach. A detailed discussion of most of these methods has E W (r,ot)

been given by McCormicR3=%° What is still missing is an c ot =S(roh)-e- V¥ o)

image reconstruction scheme that efficiently provides the

spatial distribution of tissue optical properties for a generally —(uat pug) ¥ (r,m,t)

heterogeneous medium given external sources and detector 27

readings obtained on the surface of the medium. + us . plw,o")¥(r,o't)do'. (1)

In this work we present a gradient-based iterative recon-

struction algorithm for OT that uses the equation of radiativeHerer is the position vector ané a unit vector pointing in

transfer as a forward model. We will first describe the imple-the direction of photon propagatio¥.(r,,t) is the energy

mentation of an upwind scheme for the solution of the equaradiance in units of W ci?sr . The source tern$(r, w,t)

tion of radiative transfer. This is followed by the derivation represents power injected into a solid angle centere@d on

of an adjoint differentiation scheme for the transport equaa unit volume atr. The phase functiop(w,»’) describes

tion. This allows an efficient calculation of the gradient of anthe probability that during a scattering event a photon with

objective function with respect to the optical parameters. Adirection’ is scattered into the directioa.

in our diffusion GIIR algorithnf® this gradient is used in a To solve this equation we use a discrete-ordinate, finite-

line minimization scheme to find the minimum of the objec- difference method with vacuum boundary condition, which

tive function. Finally, we will present and discuss some ini-assumes that the incoming flux on the boundary is zero

tial reconstruction results from simulated data for media with(¥ (ry, ,w-n<<0)=0, wherer,, is a position on the boundary

varying scattering coefficients. andn is an outward normal on the boundafy~"° In this
scheme the integral term in E@L) is replaced by a quadra-
ture formula that uses a finite set Bf angular directions

Il. IMAGE RECONSTRUCTION SCHEME wy with k=1,..K. This vyields a set ofK coupled

We employ an iterative reconstruction scheme that hasrdinary differential equations for the angular-dependent

three major elements, similar to the previously developedadiance ¥ ,(r,t)=%(r,wy,t) in the directionswy. The

GIIR code. These elements are a forward model, an objectiveoupling term is the internal source term

function, and an updating scheme. The forward model give;scsElf,:lak,p(wk, yo )V (r,w ,t). The parametea, is a
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weighting factor and depends on the chosen quadrature for- dv W, —¥;
mula. In this work we apply thextended trapezoidal rufe (V) &<0p<0: o~ —— =
After the angular discretization we obtain (4d)
dav Wy
1 oW, (r,t) —_—
ot S VIO — (pat wg) Wilr,t) dy Ay
K For example, for case | the discretized transport equation is
+ s 2 AP Vi (1,1). 2 given by
k'=1 1oW;;u(t) Wi i k(D) =W g k(1)

Additionally, the spatial variable needs to be discretized. ¢ at i)~ € AX
The domain() is subdivided into a set dfIN cells defined
by a spatial mesh witlV points on thex coordinate andN _ ﬂkq,i,j,k(t)_lpi,j—l,k(t)
points on they coordinate. The mesh size along thexis is Ay
Ax and along they axis isAy. The angular radiance for the (R S )W ()
directionw at the grid poini(j) at the positiorr = (x; ,y;) is RERARIaNRR
represented b ;;(x) =W¥(x;,y;,t). The angular direction K
w, can be expressed in Cartesian coordinates jthe, +ui; > P Vi (). )
- w=COoSwy and =&, - w=Ssinwy. The transport equation k'=1

can now be written as

The time discretization is performed usifayward Euler

differencing’

1 alI’k(x 7y' 1t) a’\PK(X 1y' vt)
E+=5k(xi,yj,t)—§k+ g pntl_n
_—~ =1, ... Nmax (6)
o At T Mmax
o aW (XY, t)
“ ay Considering an explicit upwind scheme, we get for case |
—(pat usd) Vi(Xi,yj,t) LR L
AL i—1j,k
+us 2 AP P (X . () n
o1 Wik~ Wi -1k a . sun
Finally, the spatial derivatives have to be replaced with a K
finite-difference scheme. This can be done in a variety of foates S " 7
ways’?>~’® In this work we use an upwind-difference ¢ '““iJk,:l Ak Prkr ¥ j k- (@)

schemé® because it supplies the adequate numerical frame-

work for the gradient calculation performed by the adjointAnalog expression can be found for the other cases I1-IV.
differentiation, which we are going to describe later. TheThis explicit upwind scheme is conditionally stable fivt
upwind differencing depends on the directian, of the <Ax/2c.”® The steady-state solution is obtained by assum-
angular-dependent radiandé, . Thus, the set of all angular INg @ time-independent sourcé(t) =S, and iterating the
directionswy, are subdivided into four quadrants and we getSolution until U"™*—U") <e, with ¢ being the termination

four different difference formulas for the radiandg, : parameter to be defined by the user. At this equilibrium all
time derivatives are vanished and we get a solution of the

(1) &0 >0_d_‘1’% Wi Wi time-independent equation of radiative transfer.
k=SS x AX ' It is important to note that the difference equations of all

(4a) quadrants can be written as matrix formula and it follows
with ¥ and S as MNKX 1 vectors andB and T as MNK

dy Ay ' X MNK matrices:
dv Wy - PHl=(B+T)¥"+S. (8)
(1) &<0,p>0:1——~ ————, .
dx AXx The vectors¥ of the radiance an& of the external source
av v, (4b)  strength are ordered as follows:
d_yw Ay ' V=(W111, Y112, W21, Va2, W11, Woro,
dv -y Wij oo Wkmn)- €)
(D) & 0me= 0 g~ = The componentB,;; andTy;; can be found in the Appendix.

(40  ltis crucial for the adjoint derivative calculation that we can
write the solution scheme of the forward problem in a form

dy Ay ' given by Eg.(8). As we will see later, this form allows
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efficient calculation of the gradient of the objective function, overcome these limitations we seek to employ adjoint differ-
which needs to be minimized to obtain a reconstructed imentiation technique&,~"°which computes the derivatives ex-

age. actly without truncation error at a computational expense
comparable to a forward model réhAdjoint differentiation
B. Objective function methods compute the derivatives using the forward code in

the reverse direction. As we will see, the recursive form of
q (8) plays a crucial role in the implementation of the
adjoint differentiation technique.

In our approach to optical tomography the adjoint differ-
entiation technique can be formulated as follows. The deriva-
tive, d®/dy,, of the objective function with respect to the
optical parametery,, for all time steps applying the chain
With n=npae (10 ryle can be written as

We consider the image reconstruction problem in OT a
an optimization problem. The measurements are compared 10
the predicted detector readings by defining an objective func
tion as least-square functiond®, which depends on the op-
tical properties:

D)= (Mm—zk\lf&m 2
Mg W i)
The objective function is a sum over all source-detector pairs qg¢
m. We assume that the detector readidysn the boundary d =
are angular independent. Thus, the predicted radidhbad M
to be summed over all outward-pointing angle$or each
detector position. Additional regularization terms could be
added to the least-square tetfrhowever, they are not con-
sidered in this work. A solution of the image reconstruction
problem can be assumed if the difference between measure

dd g¥]

(113

dod )"
dpk

303

n

We denote all elements of vectors or matrices only wifh
or k regardless of the meaning as a positioy X or anglek.
Equation(113 can also be written for one fixed time stap

and predicted data is small. Therefore the task becomes no n n n n

to minimize the objective function. (Vg) = do ‘9\1’14_ do ‘Nr2+...+ o _(NIJ' +...
d,LLk dqu (9,LLk dqu (?,LLk d\P? l?,bLk '

C. Optimization technique (11b

The minimization of the objective functiod, can be per- and we obtain in matrix notation
formed effectively with optimization techniques that use the

gradientd®/du of the objective functiorib with respect to - - [ ow" H@n EXTLE -
. . ) do " 1 2 i do
the optical propertieg.. We use a method that consists of a et 3 P P —
one-dimensional line search along the direction of the gradi- | du1 ’U“i ’ui ’ui dw;
entd®/du to find the minimum of the objective function in do oy 9V, ) gV || dd
that direction’" Starting with the initial guesg, and two du, | =| dpa  dps duy || dwy|. (12)
more pointsuq = ug+Au andu,= ug+2Au chosen along . .
the direction of the gradient, function valu®g wq), P (u4), dd A do
and®(u,) are calculated. The largest function value is ne- du. ) ] ) IW¥; qun
glected and a new points is defined applying thgolden L Pk Ay | L Vi i

section rule’* This procedure is repeated until the intervals
between these three points become sufficiently small. A pafaking the partial derivative with respect to the optical pa-
rabola is fitted to the points and the minimub(w,) is es-  rametersy, we get from Eq.(8) for the elements of the
timated. A new gradientd®/du)(u,) is calculated at the matrix in (12)
minimum w1 and a new line-minimization begins.

To increase the performance of the line search we employ a\If” 9B;i T
a Polak—Riberie scherfeto calculate the conjugate gradient a_,uk = 0_Mk i a_Mk‘I’i . (13)
of (dd/du)(w,) at u, and call it (d(I)/d,u)(,m) A next

minimum u; is searched along the new conjugate directioMHere we replacedn(+1) by n in Eq. (8) without loss of
(d®/dw)()). The entire process is repeated until the mini- generality] The elementsd®/d¥] of the vector on the
mum of ® in the u-space is found. The final result is the right-hand side of Eq(12) are computed by the adjoint dif-
reconstructed image represented by the distribytiqrafter  ferentiation technique. That means the derivatie/dW!

N one-dimensional line searches. of the current time step is calculated in the adjoint or re-
verse direction using the derivativisb/d¥!** of the time
D. Gradient calculation with adjoint differentiation step 1+ 1) by applying the chain rule. Therefore we obtain

To make use of gradient-based optimization techniques
we need to calculate the derivatigeb/dw. For optical to- do E
mography analytical expressions of the derivatives are, in d\Ifn
general, not available and the derivative calculation by dif-
ference approximations leads to long computation times. Tor

do  dvM*t 90
dwr qur ' awn

(149
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do  d® dv)*t  do dvhtt
= +
dwl  dwi™t dw] o dwitt dvy

do dwltt oD

dw{"" dv] vy

with d®/dW]'=o®/oW] for n=np,. Applying Eq. (10),
the partial derivative?d)/(J‘If}1 in (143 yields

D
qwn

(14b)

e

, N=Npae
Wik (W) (195
0, N<Npae JjFM.

The subscriptn denotes the detector positions on the bound-

ary and the subscript denotes the angles. Differentiating
Eq. (8) with respect to¥', we obtain
+1

Wi

1

dw !

Taking the transpose of E¢L6) we obtain

+T. (16)

(d\p?zl)Tzdwzl =B+ Tj;. (17
dw, dv; o
Inserting Eq.(17) into Eq. (148 we get

do do P

dw?in (Bij+Tij)W+m. (19

Once the derivatived(b/d‘lf}‘ are calculated, the gradient of
the objective function with respect to the optical parameters
is easily obtained by Eq$12) and(113.

[ll. RESULTS

We initially tested the code for media that vary in the
scattering coefficient. Detector readings were generated on
the boundary of the object for several source and detector
positions by using the transport forward model with an an-
gular discretization of 16 angles. We assumed a time- 9.5 Y [em1]  10.5
independent isotropic source in order to produce time-
independent simulated measurements. Subsequently, tRg. 1. () The original medium of size 2 cm by 2 cm with two inhomoge-
calculated detector readings were used as input for the reconeities of size 0.25 cm by 0.25 cm. The medium is discretized into 40 by 40
struction algorithm. All calculations where done with a Pixels. The optical properties of the isotropic background mediumare

. . . =10cm !, u,=0.01cml, andg=0. The two heterogeneities differ only
LINUX workstation containing a Pentium Il 350 MHz pro- in the scattering coefficient, which are given py=12.0cm* and us

cessor. ) ) =8.0 cnm L. One source is placed in the center of each side and 96 equally
As a first example we reconstructed a simple heterogespace detectors surrounded the medium. Also shown are the reconstructed

neous medium, which consisted @ 2 cm by 2 cmback- images(b) after 1 iteration(c) after 5 iterations, andd) after 20 iterations.
ground medium and two objedtBig. 1(a)]. The two objects

had a size of 0.25 cm by 0.25 cm each. The background

medium had optical coefficients ofis=10.0cmt, u,

=0.01cm!, andg=0. Inside the two heterogeneities the coefficients. In the center of each side of the medium a
scattering coefficients wereus=12.0cm! and us source was placed, and 96 equally spaced detectors sur-
=8.0cm !, respectively, while the absorption coefficient rounded the medium. Therefore, this configuration yielded a
and the anisotropy factor were the same as in the backgrouridtal of 384 source—detector pairs. As an initial guess we
medium. For the simulations we used a 40 by 40 grid resultassumed a homogeneous medium with the same optical
ing in a pixel size of 0.05 cm and 1600 unknown scatteringproperties as the background medium.
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In Fig. 1(b) the reconstructed images after one iteration
can be seen. Figure$c) and Xd) show reconstructions after
5 and 20 iterations. Further iterations resulted in only mar-
ginal improvements. The computation time for 20 iterations
was approximately 3 h. The positions of the two inhomoge-
neities could be identified even though the size appeared too
large. The absolute values of the scattering coefficients at the
positions of the perturbations were underestimated for the
object with higher-than-background scattering and overesti-
mated for the object with lower-than-background scattering.

Next we investigated the influence of the number of
sources and/or detectors on the reconstruction results. The
original object was the same as in the first exan|f.

2(a)]. The initial guess was a homogeneous medium with the
background optical properties. Figuret2-2(d) show the
reconstruction after 20 iterations with 4 sources and 16 de-
tectors, 4 sources and 96 detectors, and 16 sources and 96
detectors, respectively. Increasing the number of detectors
and sources led to some improvement of the reconstruction
results. For example, increasing the number of detectors
from 16 to 96 decreased the minima@l value from D
=9.56c¢cnfns * to D=9.51cnfns * (correct D=8.0cnf

ns ') and increased the maximaD value from D
=10.37cmns ! to D=10.41cmMns ' (correct D
=12.0cnfns ). However, even with 16 sources and 96
detectors absolute values of the scattering coefficients were
underestimated by 13.1% for the object with higher-than-
background scattering and overestimated by 18.6% for the
object with lower-than-background scattering. Further in-
crease in number of sources or detectors only led to marginal
(<0.1% improvements. The computation time approxi-
mately doubles if the number of sources is doubled, since for
each additional source a full forward calculation becomes
necessary. Doubling the number of detectors only leads to a
slight increase of computation time, since no additional for-
ward calculations are necessary.

In a third example we varied the mesh size. This time the
medium had a background scattering coefficient of
=20.0cm! and an absorption coefficient of,=0.01 ;
cm ! [Fig. 3@]. The two inhomogeneities had the scattering |
coefficients of us=16.0cm * and us=24.0cn?, respec- 9.5 He[em!] 105
tively, while u, was not changed. Four sources and 40 de-
tectors surrounded the object. We used two different mesﬁ;G' 2. Influence of the number of sources and detectors on the recon-

. . . structed image(@) The original medium with two inhomogeneities as in Fig.
sizes with 0.05 and 0.025 cm. The positions, shape, and 0Rra). The reconstructed images after 20 iterations are shown(tprd
tical properties of the heterogeneities could be reconstructesburces and 16 detectors, f@) 4 sources and 96 detectors, and fdr 16
better for the smaller mesh siEigs. 3b) and 3c)]. How-  sources and 96 detectors.
ever, the computation time for 20 iterations increased from 3
h for the 40<40 grid to 12 h for the 8880 grid.

As a last example, we attempted to reconstruct a highlying had a diameter of 1.45 cm and a thickness of 0.075 cm.
scattering medium that contained a voidlike rifg. 4(a)]. Four sources and 40 detectors were placed equally spaced
The medium had a size of 2 cm by 2 cm and was discretizedround the object. The time-independent measurements,
into a 80x80 mesh withAx=Ay=0.025cm. The back- which were used as the input data for the reconstructions,
ground medium had a scattering coefficient @f=20.0  were generated by the transport forward model. The subse-
cm ! and an absorption coefficient af,=0.01cm . The  quent reconstructions were performed with the image recon-
scattering coefficient of the voidlike ring was decreased by atruction algorithms based on equation of radiative transfer.
factor of 40 tous=0.5cm 1, and the absorption coefficient Additionally we employed a previously developed diffusion-
was set tou,=0.1cm *. The anisotropy factorg=0, is  equation-based reconstruction algoriththsThis time-
constant throughout the medium, therefqug=x.. The dependent diffusion code was easily adapted to the time-

<—2cm—>
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2cm

19.0 pfeml]  21.0 70 pfeml]  25.0

Fic. 4. Comparison of transport-theory-based and diffusion-theory-based
image reconstruction of voidlike area@ Homogeneous object with an
embedded voidlike circle. The optical properties in the voidlike area are
ms=0.5cm !, u,=0.1cm !, andg=0. The optical properties of the back-
round medium argug=20.0cm?, u,=0.01cm?, andg=0. The me-
m is surrounded by 4 sources and 40 detectors, which are equally spaced.
e medium is discretized into 80 by 80 pixels, witlx=Ay=0.025 cm.
The reconstructed images are shdivhbased on theory of radiative transfer
after 20 iterations, which take approximately 12 h to compute(entdased
on diffusion theory after 50 iterations, which take approximat#lh to
independent case by assuming a time-independent sourgémpute.

term. For the diffusion reconstruction we generated detector
readings with the diffusion forward model. The initial guess
for all reconstructions was homogeneous medium with  reconstructed image shows a decreased scattering coefficient
=20cm L. in the middle of the object. This is in agreement with earlier
The reconstructed image based on the transport theomxperimental and theoretical findings, where it was shown
[Fig. 4(b)] clearly shows a ring with a decreased scatteringhat the diffusion theory predicts that light is channeled in
coefficient, even though the absolute value s0f=13.83  voidlike structures within highly scattering media.> This
cm™ ! is much too large. This can mainly be attributed to themeans that less light enters into areas enclosed by voidlike
large initial guess, which is 40 times larger than the actuategions when the diffusion equation rather than the equation
value in the ring region. The scattering coefficient in the areaf radiative transfer is used. The light finds a “short-cut”
surrounded by the voidlike ring could be reconstructedaround the center region and it appears that the medium has
within an error of 17.75%. a low scattering coefficient. These results underline the im-
On the other hand, the reconstruction code based on th@ortance of the correct model in reconstruction schemes. A
diffusion model completely fails to recover either the ring more detailed experimental and theoretical investigation that
structure or the absolute values of scattering coefficientexplores the exact limits of the diffusion model in optical
[Fig. 4(c)]. The voidlike ring and the surrounded center of tomography is beyond the scope of this study, but will be
the medium cannot be distinguished. The diffusion-treated in future works.

Fic. 3. Influence of the mesh size on the reconstructiah.The isotropic
original medium with background optical properties af=20.0 cm'* and
a=0.01cm . The two heterogeneities differ in the scattering coefficients,
which are given byu=16.0 cnm* and us=24.0 cn !, respectively. One
source is placed in the center of each side and 40 equally spaced detect
surrounded the medium. The reconstructed images are shown for the me
sizes of(b) Ax=Ay=0.05cm andc) Ax=Ay=0.025cm.
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IV. SUMMARY AND OUTLOOK times®84 On the other hand, the structure of these codes
complicates the gradient calculation and the development of

We have developed an image reconstruction algorithm fogfficient adjoint differentiation techniques has been elusive
time-independent optical tomography that is based on theg far.
equation of radiative transfer. Detector readings are predicted
by a finite-difference, discrete-ordinate transport code, which
employs an upwind scheme. An objective function is definedo‘cK'\|OWLEDGMENTS
that compares the predicted with actual detector readings. This work was supported in part by The Whitaker Foun-
The minimum of this objective function is determined with a dation, Grant No. 98-0244: Model-based iterative recon-
gradient-based line-minimization scheme. For the gradiengtruction techniques for optical tomography, and the Dean’s
calculation we employ an adjoint differentiation scheme thatOffice of the College of Medicine at the State University of
makes use of the structure of the transport forward code. New York Health Science Center BrooklySUNY HSCB).

The new image reconstruction algorithm could qualita-Furthermore, the authors would like to thank Dr. Raymond
tively estimate the distribution of the scattering coefficientsAlcouffe, Los Alamos National Laboratory, for many useful
of simple heterogeneous media. The positions of heterogendiscussions concerning numerical methods in radiative trans-
ities could be determined with high accuracy, while the abfer theory, and Dr. Randall L. Barbour, SUNY HSCB, for
solute values of scattering coefficients were underestimateproviding computational resources.
for objects with higher-than-initial-guess scattering coeffi-
eiept and overestimated fo_r_the objeet with IOV\{er-than- PPENDIX: MATRIX COMPOSITION
initial-guess scattering coefficient. The image quality coul
be slightly increased by an increase in the number of sources The matrixB is split up into four submatrices for each
and detectors. Furthermore, we observed that better recofiiadrant of the angles witB,:£,>0,7>0, By :£x<0,7
structions can be obtained with smaller mesh sizes. The disz 0, By :6x<0,7x<0, By : x> 0,7¢<0:
advantage of more sources and smaller mesh sizes is the B, 0
prolonged computation time. Finally, we showed that, unlike
diffusion-equation-based algorithms, the transport-equation- g _
based code can find low-scattering, voidlike regions in dense B ’
optical media. 0 By

Further work has to be done to test and improve the code.

The inclusion of absorption reconstruction is straightforward B, 0 O

since the equation for the gradient calculation applies for 0o B
both the us and u,. However, the problem of cross-talk

between simultaneoys, and u, reconstruction, as observed o o - - -

already in  diffusion-equation-based reconstruction Bq= . . .. ) e {LILILIV .
algorithms?"®! needs to be evaluated. Furthermore, the in-

fluence of nonisotropic phase functions wight 0 will be an

important issue. This is related to the problem of the optimal . . - - - Bg
number of angles in the angular discretization. Besides in- .

creasing the number of sources and decreasing the mesh si;@,e elements; of a supmatanqk, whereq' denotes the
improved reconstruction results may be obtained by time- Oguadrant, depend on their indiof the angle:
frequency-domain formulations of the problem. Quadrant I

There are various ways of increasing the speed of the _ -1 -1 a, s
reconstruction. For examgle, each forwa?d calcurl)ation could i = 1T CATAXT & CALAY T CAL w1,
be performed on a different processor leading to a parallel- Bi,ljchtAxflgk,
ization of the code. The one-dimensional line search can be _ 1
accelerated using different optimization techniques as quasi- Bij—1=CAtAY "7
Newton searcegzor the Broyden—Fletcher—Goldfarb—Shann@uadrant II:

(BFGS update >~ Furthermore, the proper use of prior infor- _ _
mation ir? the initial guess as v?ellpas in regpularization Bjj =1+ CAtAX g~ cAtdy l”k_CAt(“ia}Jr'“iSi)'
schemes could not only shorten the convergence time but Bi.1j=—CAtAX Y&,

also leads to improved accuracy in the reconstruction.

Finally, the accuracy of the upwind difference scheme, Bij—1=CAtAy 7.
which is only a first-order finite-difference approximation, qyadrant Iii:
should be compared with high-order finite-difference ap-
proximations such as the diamond difference scHére Bij =1+ CAtAX ™t -+ CAtAY "= CAL(1fj + u1i)),
centered space difference schetheDiamond difference __ -1

_Bjy1j= —CAtAX™ &y,
schemes, furthermore, have the advantage that acceleration
methods exist that lead to reduced forward computation Bij+l=—cAtAy‘177k.
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