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Frequency-domain optical imaging systems have shown great promise for characterizing blood
oxygenation, hemodynamics, and other physiological parameters in human and animal tissues.
However, most of the frequency domain systems presented so far operate with source modulation
frequencies below 150 MHz. At these low frequencies, their ability to provide accurate data for
small tissue geometries such as encountered in imaging of finger joints or rodents is limited. Here,
we present a new system that can provide data up to 1 GHz using an intensity modulated charged
coupled device camera. After data processing, the images show the two-dimensional distribution of
amplitude and phase of the light modulation on the finger surface. The system performance was
investigated and test measurements on optical tissue phantoms were taken to investigate whether
higher frequencies yield better signal-to-noise ratios �SNRs�. It could be shown that local changes
in optical tissue properties, as they appear in the initial stages of rheumatoid arthritis in a finger
joint, are detectable by simple image evaluation, with the range of modulation frequency around
500 MHz proving to yield the highest SNR. © 2008 American Institute of Physics.
�DOI: 10.1063/1.2840344�

I. INTRODUCTION

A. Optical tomography

Considerable progress has been made towards a novel
biomedical imaging modality often referred to as diffuse op-
tical tomography �DOT�.1–5 This technology is based on de-
livering low energy electromagnetic radiation �wavelength
��650–900 nm�, typically through optical fibers, to one or
more location on the surface of a biological tissue under
consideration and measuring transmitted and/or back re-
flected intensities at distances up to �10 cm at one or more
locations. The propagation of light in biomedical tissue is
governed by the spatially varying scattering and absorption
properties of the medium, which are described in the frame-
work of scattering and absorption coefficients, �s and �a,
given in units of 1 /cm. Difference in the refractive index
between intracellular and extra cellular fluids, and various
subcellular components, such as mitochondria or nuclei, as
well as varying tissue densities give rise to differences in �s

between different tissue.6–8 Differences in chromophore con-
tent and concentration lead to differences in �a of different
tissue types. Based on measurements of transmitted and re-
flected light intensities on the surface of the medium, a re-
construction of the spatial distribution of the optical proper-
ties inside the medium is performed. From this maps,
physiological important parameters such as oxy- and deoxy-
hemoglobin can be derived. Recently, progress has been
made in DOT primarily in the fields of brain imaging,9–12

breast cancer detection,13–22 imaging of finger joints,23–26 and
blood oximetry in muscle.27–29

B. Imaging modalities

There are several methods in which to perform optical
imaging through tissue. Generally, the instrumentation oper-
ates in one of three possible modes: steady-state domain
�also known as continuous wave �cw� domain�, frequency
domain, or time domain. In steady-state imaging, the light
impinges on the body surface with a constant intensity and
the intensity of the light transmitted through different sec-
tions of the body is detected. In the frequency domain �FD�,
the incident light is modulated in the megahertz to gigahertz
range, which causes so-called “photon density waves”
�PDWs� to travel through the tissue.30 Detection of ampli-
tude and phase of those PDWs provides information about
the damping and the time delay of the wave �Fig. 1�a��. In
the time domain, short light pulses are used to illuminate the
body, and the attenuated and broadened pulses, which
have traveled through different parts of the tissue, are
detected.31,32 Going from steady-state domain over frequency
domain to time domain, the imaging systems become in-
creasingly complex and, hence, the cost for these systems
increases. However, with increasing complexity the amount
of information available increases too. For example, absorp-
tion and scattering properties can be better separated using
frequency-domain data when compare to cw data. In general,
time-resolved imaging can provide the most accurate images
with the highest spatial resolution given the same number of
sources and detectors. However, time-resolved imaging usu-
ally requires long integration times. Fast changing signals,
such as, for example, hemodynamic responses to various
stimuli, can be best captured with faster operating steady-
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state systems. For a thorough review of the optical tomogra-
phic imaging systems see, for example, references 33–35.

C. Frequency-domain DOT systems

As a compromise between the slow, highly complex,
and expensive time-resolved systems, and fast, low cost,
limited-resolution steady-state instruments, several groups
have developed first clinically useful frequency-domain
systems.17,36–38 In general, one can distinguish two types of
approaches: �1� systems that work with multiple single de-
tectors and �2� systems that work with a charged coupled
device �CCD� camera and gain modulated intensifiers.

Single detector systems typically use high-gain photo-
multiplier tubes �PMT� as detectors. Amplitude and phase of
the PMT signal are usually derived by heterodyne detection.
In this case, the PMT signal is mixed with a reference signal
at a frequency f +�f that is slight different from the modu-
lation frequency f of the incident light source. This results in
a signal that is modulated at the frequency �f of typically
1 kHz or more. This signal contains the whole amplitude
and phase information of the high-frequency source signal
but is much easier to detect and evaluate at the low
frequency.12,17,37–39 Typical measurement errors in phase and
amplitude are �0.5° and 1%, respectively. The disadvantage
of these systems is that, for tomographic imaging instru-
ments, many of these rather bulky single detectors and their
detection electronics need to be assembled, which leads to
rather large, complex, expensive instruments. This can be
overcome through the use of CCD cameras.

CCD camera systems used for frequency-domain imag-
ing are most often operated in homodyne mode. In this case,
a reference frequency is applied to the gain of an image
intensifier that is placed in front of the camera. In homodyne

mode, the reference frequency is the same as or a harmonic
of the source modulation frequency. A steady-state image at
the intensifier output is imaged to the CCD. The signal
strength in every pixel only depends on the phase difference
between the source and detector modulation.40–42 Sequen-
tially shifting the phase between source and intensifier
modulation enables detection of the complete signal oscilla-
tion in every pixel and enables reconstruction of amplitude
and phase images. The heterodyne mode can also be em-
ployed with CCD cameras and works similar as in single
detector systems. The frequency f +�f applied to the inten-
sifier has to be a little higher or lower than the modulation
frequency f of the light source. This difference frequency �f
has to be chosen well below the maximum frame rate of the
CCD so that continuous image acquisition yields image se-
ries that contain the complete pixel oscillation from where
amplitude and phase can be derived.43 The first CCD sys-
tems, introduced by Berndt and Lakowicz in 1991, used a
pulsed laser source at 3.81 MHz and detection of harmonics
up to 152.4 MHz.40,41 Subsequently developed systems used
a continuous wave laser diode with sinusoidal modulation of
the diode current at 100 MHz.42,43 Acquisition time for one
image series was in the range of several minutes, which was
necessary to achieve sufficient signal-to-noise ratio �SNR� by
averaging.

D. Current limitations and capabilities

Currently, most imaging systems are limited in their de-
tectable modulation frequency to f �150 MHz. These sys-
tems were designed for imaging of larger media, mostly for
breast imaging, where the phase shift, even at low frequen-
cies, is substantial and therefore can be measured with suffi-
cient accuracy. However, there are many applications that

FIG. 1. Scheme for detection of pho-
ton density waves �PDW�. PDW trav-
elling through tissue �A� undergoes
damping in amplitude A and intensity
I and some phase delay �; an intensi-
fied CCD camera �B� is used for two-
dimensional detection of PDW. Modu-
lation of the intensifier gain by
applying amplitude voltage with PDW
frequency to photocathode yields de-
modulation to a continuous signal on
the phosphor screen imaged by a CCD
sensor �refer to text�. Image acquisi-
tion with sequential phase shift by
constant phase �D �C� generates stack
of images where z profiles are ex-
tracted pixelwise for calculation of in-
tensity, amplitude, and phase images.
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deal with small geometries and small source-detector sepa-
ration. One example is the fast growing area of small animal
imaging and a second example is imaging of finger
joints.24,25 In these cases, large phase shifts that can be mea-
sured with sufficient accuracy only emerge at higher frequen-
cies. However, the phase noise is increasing with frequency
too.

In previous studies our group44 and others45,46 have
shown that an optimum modulation frequency exists for
which the phase SNR is largest. This optimum frequency
may differ depending on the type of tissue and the transillu-
mination geometry. For example, Boas et al.45 performed a
theoretical study considering noise in PDW detection. They
investigated the effect of the modulation frequency on the
detection, localization, and characterization of scattering and
absorbing perturbations in a 6 cm thick infinite slab mimick-
ing light propagation in female breast tissue. For character-
ization of absorbing objects, 0 MHz was found to be the
optimal frequency, whereas scattering objects are best char-
acterized at approximately 500 MHz. In another study, in-
volving both theoretical as well as experimental data, Tor-
onov et al.46 analyzed the SNR of changes caused by an
absorbing inhomogeneity at different modulation frequen-
cies. Using Monte Carlo simulation of light propagation in
the human head and experimental data gained from time do-
main measurements, they conclude that SNR can be signifi-
cantly improved by increasing the modulation frequency,
with optimal frequencies in the 400–600 MHz range. Fi-
nally, a recent theoretical study performed by Gu et al.44

analyzed the SNR of changes caused by optical heterogene-
ities in a cylindrical volume, which mimics small geom-
etries. Using the frequency-domain equation of radiative
transfer, the SNR over a frequency range from
100 to 1000 MHz was analyzed. The authors conclude that,
in the cases considered, the best SNR should be achieved
with modulation frequencies in the range from
300 to 500 MHz.

Other theoretical and experimental studies concerning
frequency-domain imaging performed in the mid-1990s fo-
cused on detectability, the achievable contrast, and the reso-
lution of small perturbations in turbid media.47–49 Patterson
et al.47 reported on contrast and resolution derived from line
scans over a 5 cm thick slab phantom mimicking female
breast containing a 1 cm perturbation with different contrasts
in absorption and scattering. From experimental measure-
ments and simulated data at modulation frequencies up to
300 MHz, they conclude that contrast and resolution in am-
plitude and phase are comparable to dc images, but that am-
plitude and phase images contain more information about the
inhomogeneity and are very sensitive to its position. Using
experimental and theoretical data, Krämmer et al.48 analyzed
the normalized amplitude and phase shift of transmission
line scans across a 0.4 cm absorber in a 4 cm thick fluid
phantom with different optical properties looking at modula-
tion frequencies ranging from 60 to 500 MHz. In the case of
weak background absorption, resolution and contrast in am-
plitude and phase images show clear frequency dependence
whereas at strong background absorption frequency depen-
dence was negligible. They conclude that, for selecting an

optimized modulation frequency, a compromise has to be
found between phase shift contrast and detected amplitude,
because of nearly linear increase of phase and decrease of
amplitude. Further investigations at a 5.5 cm breast mimick-
ing slab phantom were performed by Montandon et al.49

They were able to detect 0.5 cm perturbations in amplitude
and phase images at 100 MHz with contrast from 2.0 in both
absorption and scattering.

Overall, these studies suggest that in the case of small
geometries source modulation frequencies well beyond
150 MHz can provide much better SNR in the data and,
hence, image reconstruction results will be improved.
Frequency-domain systems that operate well beyond
150 MHz are therefore highly desirable.

E. Outline of this paper

In this work we present a CCD camera based system that
allows for fast acquisition of frequency-domain data up to
1 GHz. The system was designed with application to joint
imaging in mind. In the following we will first provide a
detailed description of the system’s design. This is followed
by a thorough characterization of various system parameters,
such as frequency-dependent signal-to-noise figures and
measurement precision. To test the system for application in
joint imaging, we have developed a finger phantom. A dis-
cussion concludes the paper.

II. INSTRUMENT DESIGN

A. Overall system layout

The instrument is designed for fast two-dimensional im-
aging of modulated light transmitted diffusely through a fin-
ger joint. The main components of the system are the illumi-
nation part, the detection system, and the modulation sources
for the light source and detector �Fig. 2�. The master signal
generator gives ac input to the laser diode driver that sup-
plies the laser diode in the near-infrared range with bias and
ac current. The laser illuminates the surface of the object to
investigate and the horizontal position is adjusted by moving
the laser with a translation stage. The modulated light trans-
mitted through the object is imaged by a lens to an intensi-
fied CCD �ICCD� camera. The gain of the ICCD is modu-
lated by the slave signal generator at the same frequency as

FIG. 2. �Color online� System layout for two-dimensional imaging in the
frequency domain.
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the laser. Master and slave signal generators are linked to-
gether and phase delay is adjustable. For different phase de-
lays, multiple images are taken and are transferred to a com-
puter. The system is controlled via a graphical user interface.
From the stack of images, two-dimensional amplitude and
phase images are calculated. All components are described in
detail in the following sections.

The system is intended for tomographic imaging of fin-
ger joints in a clinical environment later. Therefore, beside
high resolution and signal-to-noise ratio, important require-
ments to meet are an ergonomic and patient friendly hand
rest and short data acquisition time. The hand should rest
relaxed horizontal on a table top. Thus, the source and de-
tector were arranged in such a way that the laser illuminates
and scans the finger from above and the detector is placed
underneath the hand to image the transmitted light �Fig. 3�.

B. Light source

The light source is a thermoelectric controlled laser di-
ode �LDH-M-C-670, PicoQuant GmbH, Germany� with av-
erage optical power of 8 mW at the wavelength �=670 nm
�Fig. 3�. The output power of the laser diode is stabilized by
a feedback loop working on the difference between the laser
power setting and the monitor diode current. At the laser
diode driver �MDL 300, PicoQuant GmbH, Germany�, the
average optical power can be adjusted and is displayed as a
percentage of the maximum power level. The driver provides
the dc bias current and external modulation of optical power
with frequencies in the range from 100 kHz to 2 GHz. The
cutoff frequency �−3 dB� for optical power is at 875 MHz; at
1 GHz the power is attenuated by nearly 5 dB. The external
source of modulation is provided by a signal generator
�2023A, Aeroflex Incorporated, Plainview, New York, USA�
covering a frequency range from 9 kHz to 1.2 GHz. The
modulation depth can be linearly adjusted to 100% of the
cw-laser power by adjusting the voltage of the external

modulation signal and by the modulation depth control at the
driver.

The laser driver flashes a light emitting diode �LED�
when modulation depth reaches more than 80% of the cw
power to avoid clipping of the modulation amplitude. The
laser beam is internally collimated and shows an elliptical
beam shape as it is typically for laser diodes. The beam
diameter is narrowed by a 1 mm pinhole aperture. The diode
laser is vertically mounted on a linear translation stage pro-
viding a manual scanning over 4.5 cm.

C. Detection unit

The detector system is an ultrafast gateable ICCD cam-
era that provides rf modulated light amplification up to
1 GHz �PicoStar HR12, LaVision GmbH, Germany�. The
ICCD system is composed of an optical lens and an intensi-
fier whose output is imaged to a CCD camera. Because of
the long construction form of the ICCD system, it is arranged
on a horizontal optical bank under the table top and a 45°
turning mirror is used. The light from the bottom of the
object is imaged to the intensifier with an optical zoom lens
adjusted to a focal length of f =75 mm with f stop of 4.8.

The photocathode �S25� at the entrance window of the
intensifier converts light into electrons �Fig. 1�b��. Between
the photocathode and a single stage microchannel plate
�MCP�, a negative voltage Ucath accelerates electrons to the
front surface of the MCP. The illuminance of the photocath-
ode must not exceed a certain light level because the photo-
cathode could be damaged by inner ion bombardment. In the
microchannels electrons are amplified by electron multipli-
cation depending on the high voltage UMCP in the range from
260 to 850 V, where gain varies from 0.01 to 500 and a gain
of 1 is reached at 450 V. All electrons leaving the MCP are
accelerated towards a phosphor screen �P43� by voltage
UPhos, where they are converted into light again. The light
emitted from the phosphor is finally imaged by a lens system
to the CCD camera. The parameters of the intensifier are
controlled by the high rate image intensifier controller �HRI,
Kentech Instruments Ltd., England�. The electrical field be-
tween photocathode and MCP is the object of sinusoidal rf
modulation by a second signal generator �2023A, Aeroflex
Incorporated, Plainview, New York, USA� for demodulation
of light oscillation. The modulation depth can be adjusted by
the voltage of external modulation signal and by an addi-
tional rf gain at the HRI set as a percentage. The signal
generator for signal demodulation �slave� is linked by a
10 MHz signal to the signal generator for light modulation
�master�. The phase delay between master and slave signal
generator is adjustable.

The CCD camera is based on a 1376�h�
�1040�v� pixel chip with a Peltier cooler and a 12 bit at
16 MHz analog to digital �A/D� converter. A pixel binning
on the chip is enabled up to 8�h��128�v�. The readout is
10 frames per second for full frame �20 frames at 2�2 bin-
ning�.

The technical specifications that mainly determine sys-
tem performance are summarized in Table I.

FIG. 3. �Color online� Frequency-domain system composed of �a� diode
laser, �b� neutral density filter holder, �c� 45° turning mirror, �d� lens, �e�
image intensifier, �f� CCD camera, �g� diode laser driver, �h� high rate image
intensifier controller, and �i� signal generators for modulation of laser and
intensifier.
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D. System control

The ICCD camera, the HRI, and the signal generators
are controlled by a computer �CPU Intel Pentium 4,
3.2 GHz�. The CCD camera is triggered and read out by an
expansion board. HRI and signal generators are controlled
via RS232 interface. The measurement and data processing
is mainly automated using customized imaging software
�DAVIS 7, LaVision GmbH, Germany�. The software provides
a graphical user interface and enables control of all important
parameters of signal generators, HRI, intensifier, and CCD
camera, triggers image acquisition, and provides data pro-
cessing for generation of amplitude and phase images. For
safety reasons, the software does not allow exposure times of
the CCD camera below 20 ms. This is because the camera
image should enable visual control of the actual illuminance
to avoid damage of the photocathode. That means that, at
normal intensifier gain, the camera image should reach satu-
ration before the illuminance reaches the specified maxi-
mum. Normal intensifier gain means MCP voltage not below
670 V at 20 ms.

E. System operation

The PDW reaching the ICCD after traveling through the
illuminated object is damped and delayed in phase. Demodu-
lation of the PDW is accomplished in homodyne mode. Am-
plitude and phase images thus obtained need to be calibrated
with respect to two-dimensional inhomogeneities of the two-
dimensional detection system. To derive amplitude damping
and phase delay caused only by the illuminated object, am-
plitude and phase are referenced to the source modulation.

1. Demodulation technique

The demodulation of the signal works in a way similar to
stepwise scanning of the signal with a periodical gate. By
modulation of the photocathode voltage with the same fre-
quency as the laser modulation, only such areas in the image
are periodically amplified where light modulation is in phase
with photocathode modulation. Therefore, the number of
electrons amplified by the MCP oscillates with the modula-
tion frequency and with the amplitude, which depends on the
phase. Because the decay time of the phosphor screen is
much too long to follow the megahertz oscillation, the light
that reaches the CCD camera is constant in time. Thus, the
CCD camera generates an image where only areas are bright
where the light modulation is in phase with the photocathode
modulation. Shifting the phase between the two modulation
sources consecutively leads to scanning of the oscillation at
every pixel. By sequential phase adjustment over the range
of 2� in N steps and repeated image acquisition, the whole

period of oscillation is scanned for every pixel of the CCD
�Fig. 1�c��. This stack of images generated in the acquisition
cycle is analyzed in the frequency domain. A one-
dimensional, fast Fourier transformation �FFT� is performed
for every CCD pixel vertically through the stack of images.
Subsequently, images are calculated of average intensity I,
amplitude A, and phase � in the range from −� to �, from
the complex FFT components.

2. Calibration procedure

The measured intensity, amplitude, and phase values of
the PDW contain the response of the source and detector
system,

Imeasured = Iobject · Isystem,

Ameasured = Aobject · Asystem,

�measured = �object + �system. �1�

Here, “object” means the signal generated by the object and
“system” refers to the signal generated as it would be with-
out any object. Furthermore, the response of the photocath-
ode and the light transmittance of the lens are not uniform
over the whole area but show some kind of vignetting de-
pending on the frequency. Thus amplitude, intensity, and
phase images need to be calibrated in respect to nonunifor-
mity and referenced to the laser source to obtain the ampli-
tude damping and phase shift for the measured object only.

At first, the amplitude and phase of the source have to be
determined by directly imaging the laser spot on the CCD
�Fig. 4�. Because the unattenuated laser intensity is much too
high and would cause damage of the intensifier, appropriate
neutral density filters are used to diminish laser power. To
image the laser spot, a sheet of white paper was inserted as a
diffusing screen in the object plane. After performing the
FFT to analyze the laser spot, the amplitude image shows a
typical Gaussian-shaped profile over the laser spot whilst the
phase is nearly constant over the spot area �Fig. 4�b� and
4�c��. From the images, the coordinates �xS ,yS� at maximum
of A and values AS and IS at these coordinates are determined
first. The phase �S of the laser spot is determined by aver-
aging the phase in a region of interest �ROI� of 11�11
=121 pixels around �xS ,yS�. Because of the filter and the
diffusing screen, A and I are damped by a constant factor F,

TABLE I. Technical specifications of system components.

Parameter Value

System sensitivity �max.� 40 counts/photon at 675 nm
Quantum efficacy intensifier 9.6% at 675 nm
Max. illuminance 10 mlux
System dynamic 2.4�105 �108 dB�
CCD A/D converter 12 bit at 16 MHz

FIG. 4. Image of the laserspot �A�, image parts �B� from the marked rect-
angle for amplitude �top� and phase �bottom�, profiles �C� at the marked line
of amplitude �top� and phase �bottom�.
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AS = max�AS�x,y�� = F · Asystem,

�S = ��S�x,y�� = �system. �2�

The impact on the phase of the filter and the thin diffusing
screen could not be detected and is negligible here.

For calibration with respect to nonuniformity, the lens is
illuminated nearly homogeneously by inserting two sheets of
white paper as diffusing screens between laser and intensi-
fier. The first diffusing screen is placed in the object plane
that causes diffuse broadening of the laser beam. The second
screen is placed near to the lens. This leads to very unsharp
imaging of the second diffusing screen onto the photocath-
ode and homogeneous illumination. To verify the homogene-
ity of illumination, the laser diode was moved laterally. If the
illumination is not homogeneous, the shape of the amplitude
and phase distribution in the images is caused by the laser
spot profile and the distribution should change with laser
position. After normalization of the images for different laser
positions, no substantial changes of the shape of signal dis-
tribution in the images could be found. The resulting calibra-
tion images Acal, Ical, and �cal �Fig. 5� are referenced to the
source, so that at the spot position, calibration images have
amplitude and phase values of the laser spot,

AcalL�x,y� =
Acal

Acal�xS,yS�
AS,

�calL�x,y� = �cal − �cal�x,y� + �S. �3�

Subsequently, every amplitude and phase image of the mea-
sured object is calibrated to this photocathode response by
division of A and subtraction of phase,

A�x,y� =
Ameasured�x,y�

AcalL�x,y�
= F · Aobject�x,y� ,

��x,y� = �measured�x,y� − �calL�x,y� = �object�x,y� . �4�

Correction of intensity is carried out in the same way as for
amplitude.

III. SYSTEM CHARACTERIZATION

For characterization of the system performance, we ap-
plied homogeneous illumination to the lens. That enables
statistical evaluation of signal and noise over a certain num-
ber of pixels in a ROI in the images. First, we investigated
the dependence of signal and noise in the images on the
different adjustable system parameters to find out which are
the parameters that affect the signal quality. Subsequently,
the system performance was investigated with respect to the
frequency behavior and precision. Finally, the system was
tested with measurements at different phantoms to determine

FIG. 5. Homogeneous illumination for calibration purpose at 500 MHz, stack of 16 images with different phases �D �A�, z profile of intensity oscillation fitted
by sine function �B�, amplitude �C�, and phase image �D� with x and y profiles.
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the sensitivity for representation of inhomogeneities or
changes in the tissue with regard to imaging of finger joints.

A. System performance

1. Signal and noise

Only a few photons on the intensifier are necessary to
generate a signal on the CCD. However, the signal strength
in the images depends not only on the optical intensity fo-
cused to the intensifier entry but on the gain of the different
amplification stages of the ICCD, too. Therefore, several pa-
rameters influence the signal level. The average light inten-
sity is adjusted by the optical power of the laser. The ampli-
fication is adjusted by the voltage settings at the intensifier,
mainly by Ucath and UMCP, and by exposition time and factor
of pixel binning on the CCD. The quality of detecting phase-
resolved modulation depends on the depth of the laser modu-
lation, the modulation of intensifier amplification, and the
number of phase steps in a demodulation cycle.

The main source of noise is shot noise �quantum noise�
and readout noise of the CCD. For short exposure times �in
the millisecond range�, the thermal noise caused by the pho-
tocathode and the cooled CCD is very low and, therefore, is
negligible and can be disregarded. Shot noise here is gener-
ated mainly in multiple conversions between light and elec-
trons in the intensifier and on the CCD chip. It increases with
the square root of the number of particles generated. There-
fore, increasing laser optical power, amplification, exposure
time, and binning yield improved SNR. To minimize the
contribution of readout noise, the whole dynamic range of
the CCD should always be used. This is achieved too by
increasing laser optical power, intensifier amplification, ex-
position time, and pixel binning.

Considering the SNR in the detection of PDWs, the
modulation of laser and intensifier should be as high as pos-
sible. The number of phase steps determines accuracy of
amplitude and phase calculation by the Fourier transform.
Thus, with an increasing number of steps, noise is reduced in
amplitude and phase images. Binning reduces resolution but
decreases noise and image acquisition time because several
pixels are read out together in one step.

Laser modulation and intensifier demodulation are both
limited in performance for frequencies approaching 1 GHz,
and the signal deteriorates with increasing frequency. There-
fore, the optimal parameter set for modulation and demodu-
lation varies over the frequency range.

2. System specification

We investigated the dependence of the SNR for ampli-
tude and phase on all system parameters. To enable measure-
ment of system signal and noise, the lens was illuminated
homogeneously by inserting diffusing screens in the optical
path. The laser optical power was attenuated by neutral den-
sity filters to a level compatible to the sensitivity of the in-
tensifier. At first, a dark image was taken and subtracted from
all further images to correct for CCD offset. The SNR was
determined by calculating signal and noise from mean and
standard deviation 	 for amplitude and phase in a ROI of
11�11=121 pixels at the center of the image.

To determine how the SNR is influenced by the different
system parameters, first the SNR is measured for a fixed
standard parameter set. Then for every single parameter, the
change of SNR was determined when changing only this
single parameter. Hence, the dominant parameters to influ-
ence SNR were found to be the MCP voltage, laser optical
power, exposure time, binning, and number of phase steps. In
Fig. 6 the SNR dependence on variation of these parameters
over a wide range is shown. As expected the SNR increases
with increasing MCP voltage, laser optical power, exposure
time, binning, and number of phase steps. Only the depen-
dence on laser optical power shows some saturation and a
maximum at 50% power. The optical power at 50% behind
the 1 mm pinhole aperture was measured to be 2 mW, which
equals �3 mW /mm2. However, having future clinical trials
in mind, for patient security, the maximum permissible ex-
posure for skin at the finger surface must not exceed
2 mW /mm2 at �=670 nm �ANSI Z136.1-2000�.

To find an optimal set of parameters, it is not possible to
set all parameters to their value with maximum SNR because
signal amplification would be much too strong. Because im-
provement of SNR by means of exposure time and number
of phase steps involves raising the acquisition time, these
parameters should be set to relatively low values to achieve
minimum time required for an acquisition cycle. The pixel
binning should be advanced as long as the spatial resolution
stays sufficient. The CCD full capacity can always be used
by increasing the MCP voltage.

FIG. 6. Signal-to-noise ratio of amplitude and phase for homogeneous illu-
mination of ICCD at 500 MHz, evaluated from mean and standard deviation
in ROI over 11�11 pixels in center of images, for alteration of various
parameters: MCP voltage �A�, laser optical power �B�, CCD exposure time
�C�, pixel binning �D�, and number of phase steps �E�.
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3. System frequency response

First, for investigation of the system frequency response,
only neutral density filters and diffusing screens for homo-
geneous illumination were inserted into the optical path. The
system parameters were adjusted for enabling measurements
over the whole frequency range with sufficient signal
strength and kept constant for all frequencies. The exposure
time was set to 80 ms, an acquisition cycle was divided into
16 phase steps, and the MCP voltage was set to 680 V. A
pixel binning of 2�2 and field of view of 85 mm in the
object plane yield a resolution of 7.85 pixel /mm. The aver-
age optical power of the laser was set to 10% at 100 MHz.
The frequency range was 100–1000 MHz with steps of
100 MHz. To evaluate signal and noise at the center of the
image, mean and standard deviations 	 for A, I, and � were
calculated in a certain ROI of 11�11=121 pixels.

The frequency response can only be determined with
respect to phase noise and stability but not with respect to the
absolute system phase, because the phase between signal
generators changes every time that a new frequency is ad-
justed and is therefore more random. The software only con-
trols the phase shift between the two signal generators. Thus,
only relative phase changes can be measured.

Amplitude and intensity signals show a moderate de-
crease from 100 to 900 MHz and a sharp decline above �Fig.
7�a��. The noise 	A and 	I also decreases with increasing
frequency �Fig. 7�b��. Here, 	A is proportional to square root
of I as predicted in the work of Toronov et al.46 The SNRI

remains constant around 36 until 900 MHz and declines at
1000 MHz, whereas SNRA decreases with increasing fre-
quency from 27 to 3. Phase noise 	� increases slightly until
800 MHz and steeply above from 2° to 28°. The course of
	� is nearly proportional to the reciprocal of A as predicted
by Toronov et al.

4. Precision

The precision of a system depends on the stability of the
signal. The precision was determined by repeated measure-
ment throughout a period of 30 min. The measurement was
repeated 11 times every 3 min under the same conditions as
before. For every measurement, the mean in the ROI was
determined and the standard deviation of this mean over all
measurements was calculated. Precision 
 was defined to this
standard deviation.

Precision 
A and 
I decreases with increasing frequency
�Fig. 8�a��. The coefficient of variation �CV�, i.e., precision
divided by signal, in amplitude is about 2%–5% with a steep
increase to over 10% at 1000 MHz. Precision 
� of the
phase is around 1° and increases above 800 MHz �Fig. 8�b��.
To show the uniformity of precision over the whole area of
the intensifier, precision images of amplitude and phase at
500 MHz were calculated. For this purpose, the original am-
plitude and phase images from repeated measurements were
completely divided into regions of 11�11 pixels. The mean

FIG. 7. Signal response over the
whole frequency range for homoge-
neous illumination, evaluated in ROI
of 11�11 pixels in center of images:
Amplitude and intensity signal from
mean value �A�, noise of A and I from
standard deviation 	 with root of in-
tensity signal �line� fitted to amplitude
noise �B�, amplitude and intensity
signal-to-noise ratio �SNR� �C�, and
phase noise from standard deviation 	
with reciprocal of A fitted in �D�.

FIG. 8. Precision of amplitude �A� and phase �B� evaluated with homoge-
neous illumination from repeated measurement every 3 min �11 times�
for a total of 30 min, evaluated by calculating the mean in an ROI of
11�11 pixels in center of every image and standard deviation of mean
values over the stack of images.
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was calculated in every region and the precision was deter-
mined from the standard deviation of the mean over the stack
of 11 images. Finally, new images were calculated from pre-
cision values �Fig. 9�. The profiles extracted on horizontal
and vertical center lines show some variance but no major
deviation over the whole intensifier area.

5. Data acquisition time

The time required to complete a whole scan of the light
source for tomographic data generation consists of the image
acquisition time, phase adjustment, translation of the light
source, and data storage. With regard to use in a clinical
environment, the time for complete data acquisition should
be kept below 1 min. With eight phase steps, 2�2 binning,
and 40 ms exposure time, an image acquisition cycle can be
completed in about 1.6 s. Assuming motorized scanning of
the light source of over 20 mm with mean translation speed
of 1 mm /s and 11 source positions leads to a total acquisi-
tion time of less than 40 s.

B. Phantom test

For characterization of the system sensitivity to local
variations of optical properties inside a medium, we devel-
oped two kinds of phantoms: a homogeneous slab phantom
with a small inserted layer and a detailed finger joint
phantom.

1. Homogeneous slab phantom

Phantom design. The slab phantom serves as a highly
abstracted finger joint phantom with the layer representing a
perturbation to be detected. It was built with a thickness of
20 mm, which relates to typical finger thickness, and with
lateral dimensions high enough to avoid boundary problems
in transillumination �x, y, z=80�70�20 mm3, see Fig. 10�.
The material used was silicone �Elastosil® RT 601, Wacker
Chemie AG, Germany�. This is a two component material
that is processed in the liquid phase before it hardens after
some hours. It is clear without significant absorption or scat-
tering in the visible and near-infrared spectra and has a re-
fractive index of n=1.41. We added homogeneously distrib-
uted TiO2 �titanium dioxide� powder as scattering particles
and a special silicone dye �Silopren LSR, GE Bayer Sili-
cones, Germany�. To investigate the system sensitivity to

perturbations, we inserted a 1 mm thin layer of the same
material into three phantoms in the xy plane. This was done
in a two-step pouring process. Each layer was bounded by an
edge in the middle of each phantom in the x direction. The
optical properties of the layers were adjusted so that one
layer was nearly totally absorbing and two layers had the
background optical properties but doubled absorption or
scattering �Table II�.

Frequency response. To test the performance during
measurements on tissuelike media, the frequency response
was evaluated at the homogeneous part of the slab phantom.
The source was placed 20 mm away from the edge of the
inserted layer to avoid its influence on radiation transport.
Image analysis was carried out opposite the laser source po-
sition over an ROI of 11�11=121 pixels which is equiva-
lent to approximately 2 mm2 on the phantom surface. Param-
eters were set to 80 ms exposure time, 2�2 binning, 16
phase steps, 670 V in MCP voltage, and 10% laser power at
100 MHz.

Figure 11 shows the signal, noise 	, and SNR of ampli-
tude, intensity, and phase. To show the performance of the

FIG. 9. Precision images of amplitude �A� and phase �B� at 500 MHz. The
original amplitude and phase images from 11 times repeated measurement in
30 min were completely divided into regions of 11�11 pixels. Mean was
calculated in every region and precision was determined from standard de-
viation of mean over the stack of 11 images. Finally, new images were built
from precision values, profiles were extracted at marked lines.

FIG. 10. Solid phantoms in slab geometry made of silicone. All phantoms
have the same background optical properties but an inserted layer with
optical properties differing from background: totally absorbing �1�, back-
ground properties but doubled scattering �2�, and background properties but
doubled absorption �3�.

TABLE II. Optical properties of phantom components.

Scattering �s�
�cm−1�

Absorption �a

�cm−1�

Slab phantom:
Background 10.0 0.27
Layer 1 10.0 120.0
Layer 2 20.0 0.27
Layer 3 10.0 0.54

Finger phantom:
skin complex 10.0 0.15
bone 10.0 0.4
capsule:

healthy 3.0 0.8
inflamed 6.0 1.2

joint fluid:
healthy 0.04 0.05
inflamed 0.16 0.13
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system, amplitude and intensity are displayed as raw data
without calibration. The phase was referenced to the laser
spot �system phase�, which was measured ten times and av-
eraged. The intensity I shows a moderate decrease till
900 MHz and then a sudden drop �Fig. 11�a��. As 	I behaves
in nearly the same way �Fig. 11�c��, the SNRI is nearly con-
stant, slightly below a value of 50, but decreases rapidly
above 900 MHz �Fig. 11�e��. The amplitude A decreases
over the frequency range �Fig. 11�a�� and 	A decreases
slightly too �Fig. 11�c��. Therefore, the SNRA decreases over
the whole frequency range from around 35 to 5 �Fig. 11�e��.
The phase delay � caused by the phantom shows an ex-
pected increase with increasing frequency �Fig. 11�b��
from 14° to 119°. Noise 	� behaves very similar to measure-
ments with homogeneous illumination �Fig. 11�d��. In
Fig. 11�f� one can see that the SNR� shows first an increase
and at higher frequencies a decrease, which results in a maxi-
mum of SNR�=38 around f =500–600 MHz. This is in
good agreement with theoretical and experimental
investigations.44,50

Edge response. The slab phantom with a totally absorb-
ing layer was manually scanned using the source along a line
over a range from −20 to +20 mm, with step width of 2 mm
�Fig. 12�. The edge of the layer is located at position of
0 mm. Measurements were performed for 100, 500, and
1000 MHz with 80 ms exposure time, 2�2 binning, 16

phase steps, 670 V for MCP voltage, and an average laser
power of 10% at 100 MHz. From the images calculated for
A, I, and �, a line scan over the edge is extracted as if a
point detector had been scanned over the phantom with the
source coaxially. This is done in this way that, for every
source position in the images, the signal of a virtual point
detector can be calculated, i.e., the signal in a certain ROI of
5�5=25 pixels is averaged, corresponding to the position of
the source �Fig. 12�a��.

The totally absorbing layer shows a typical signal course
in amplitude and phase as it can be observed in measure-
ments with a point detector.50 The normalized Anorm

=A /max�A	 starts getting smaller approximately 10 mm be-
fore the edge �Fig. 12�d��. At approximately 10 mm behind
the edge, the signal falls onto the noise level. No distinct
difference can be seen in the signal course with increasing
frequency. The intensity part shows the same behavior.

The phase gets smaller closer to the edge and quickly
rises behind it �Fig. 12�e��. With the frequency increasing, in
the normalized phase �norm=�−�x=−18 mm, a more distinct
minimum can be seen in addition to a steeper increase be-
hind the edge. At a point 10 mm behind the edge, the signal
is too weak to determine the phase correctly.

The layer phantoms which had doubled absorption or

FIG. 11. Transmission at homogeneous part of slab
phantom with layer 2, far from boundaries and edge of
the layer, evaluated in ROI of 11�11 pixels in the im-
ages opposite the laser source: signal ��A� and �B��,
noise ��C� and �D��, and SNR ��E� and �F�� for ampli-
tude, intensity, and phase with phase relative to system
phase.
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scattering, with regard to the background optical properties,
show only small changes in the signal in front of the edge
and behind the edge.

To illustrate these changes, measurements were made at
two source positions each 20 mm before and behind the edge
in order to determine the contrast C. Contrast is simply de-
fined by the difference between the signal at the position
before �homogeneous part� and behind the edge �layer part�.
The definition example for amplitude is as follows:

CA = �AH� − �AL� , �5�

where index H denotes the “homogeneous” part and index L
the “layer” part.

Signals were generated by averaging over an ROI of
11�11=121 pixels at these positions in the images. In ad-
dition, a contrast-to-noise ratio �CNR� was calculated. The
definition example for amplitude is as follows:

CNRA =
CA

	�A
=

�AH� − �AL�

	H

2 + 	L
2

. �6�

The noise 	 is calculated from the standard deviation of
signal fluctuation in the ROI. In the amplitude signal, con-
trast decreases slightly with frequency for both layers �Fig.
13�a��. The contrast due to the scattering layer is a bit stron-
ger. When the phase is considered �Fig. 13�b��, the value of
contrast increases with frequency for both layers: for the ab-
sorbing layer with a positive sign and for the scattering layer
with a negative sign. The CNRA declines at higher frequen-
cies �Fig. 13�c�� for both layers, whereas CNR� shows a
distinct maximum around 600 MHz �Fig. 13�d��. In general,
the CNR caused by the scattering layer is slightly higher than
the one caused by the absorbing layer. In amplitude, it is in
excess of 1 for almost the whole frequency range; in phase, a
value of 1 or above is reached around the maximum only.

2. Finger joint phantom

Phantom design. A detailed finger phantom was devel-
oped to simulate different tissue components inside the phan-
tom and to vary optical parameters of some components for
simulation of rheumatoid arthritis �RA�. In the early stages
of RA, changes occur in the optical properties of the capsule,
in the fluid in the joint gap, and inside the capsule volume.51

FIG. 13. Contrast of amplitude �A� and phase �B� on slab phantoms with
layer with enhanced scattering and absorption, contrast-to-noise ratio of am-
plitude �C� and phase signal �D�.

FIG. 14. Cylindrical finger joint phantom composed of solid components
made of silicone and fluid filling the gaps �upper half of soft-tissue complex
removed�, simulation of healthy and diseased stage by changing the capsule
and fluid having different optical properties, distal end �finger tip� left.

FIG. 12. �Color online� Laser scanned over the edge of
totally absorbing layer inserted in a slab phantom, a
coaxial line scan for twenty laser positions was ex-
tracted by calculating the mean in an ROI of
11�11 pixels at the laser position for each image as
the reading of a virtual detector �A�, amplitude �B�, and
phase �C� image with laser at the edge position �x=0�,
profiles extracted at marked horizontal line, edge/laser
position marked with vertical line, line scan normalized
at 100, 500, and 1000 MHz for amplitude �D� and
phase �E�.
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Therefore, our concept for the phantom was to combine
bones, a capsule, a surrounding complex which represents
the skin and other soft tissue, a joint gap, and a capsule
volume �Fig. 14�. The finger phantom was cylinder shaped
with a diameter of 20 mm; a size which is typical for a
proximal interphalangeal �PIP� joints of a human middle fin-
ger. Furthermore, the asymmetric shape of the bone ends and
the capsule was implemented in the phantom design. The
material for all solid phantom components was the same as
for the slab phantom, however, with differing optical prop-
erties �Table II�. The joint gap and the volume between cap-
sule and bone were filled with a fluid composed of clear 60%
glycerol in aqueous solution �n=1.41�. A combination of ink
�Pelikan 4001, brilliant black� and full milk was added to
adjust absorbance and scattering. After assembling the phan-
tom, it was wrapped in a transparent, self-sealing film.

Different joint properties. Two different stages of the fin-
ger joint phantom were evaluated, �1� the normal stage and
�2� the inflamed RA stage. To test the sensitivity of the sys-
tem to the different optical properties a scan with the laser
was performed from the distal end �finger tip� to the proxi-
mal end �hand� over a line covering a range of 40 mm with
step width of 2 mm. The finger phantom was placed in such
a way so that the joint gap was located at the center of the
source scan range. Measurements were taken with a 50 mm
Nikon lens with f /2 at 100, 200, 400, 500, 600, 800, and
1000 MHz with 80 ms exposure time, 8�8 binning, 64
phase steps, and average laser power set to 30% at 100 MHz.

The phantom was scanned in the two different states
each five times. A line scan was extracted from the images
acquired as if the phantom was coaxially scanned by the

FIG. 15. Scan over the finger phantom, amplitude �A�
and phase �B� image at 500 MHz with source at posi-
tion x=0 mm with profiles extracted at marked lines.
For two different stages simulating non-RA and RA co-
axial scans were extracted from amplitude and phase
images for 20 laser positions, for 100 MHz ��C� and
�D��, 500 MHz ��E� and �F��, and 1000 MHz ��G� and
�H��, error bars calculated by standard deviation from
averaging over five measurements.
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source and a single pixel detector in the same way as for the
slab phantom. Mean and standard deviation were calculated
from averaging over extracted line scans.

In Fig. 15 the results are shown for 100, 500, and
1000 MHz. The A and � scans show a distinct course over
the phantom that demonstrates the influence of the different
phantom parts and stages. In both A and �, there is a drop
toward the middle of the joint. Because damping of modula-
tion depends more on absorption than on scattering, the drop
in A in the middle is caused by the higher absorption of the
bone compared to the surrounding material and its increasing
volume. The phase � indicates the time delay or path length
of the detected light and should mainly depend on changes in
scattering. As the bone and skin complex have the same scat-
tering coefficient, the drop in � occurs because of the low
scattering fluid in the capsule volume and the joint gap. In
the normal situation, i.e., non-RA stage, the low absorption
in the joint fluid and in the capsule volume causes a rise in
amplitude in the capsule region. Therefore, A shows a local
maximum in the region of the capsule. The phase is higher in
the joint region for the RA stage when compared to the
healthy joint. Noise from repeated measurements is very low.

Considering the differences of the line scans in the joint
region, the determined p value for the amplitude satisfies a
significance level below �=0.001 for all frequencies. In
phase, the significance level depends on the modulation fre-
quency. It is below �=0.2 for 100 MHz, where phase shift is
very low, and �=0.002 for frequencies beyond 100 MHz.
Thus, amplitude and phase signal clearly enable to distin-
guish between the two stages.

IV. DISCUSSION AND CONCLUSION

We have reported on a new frequency-domain system
for optical imaging that provides the capability for two-
dimensional imaging of amplitude and phase up to 1 GHz. It
was designed and tested for fast imaging of small geometries
such as, for example, finger joints. The system tests show
that precision is in the range of a few percent in amplitude
but almost independent on frequency. Tests on frequency re-
sponse of signal and noise show that the signal characteris-
tics are in good agreement with measurements and theoreti-
cal predictions from other groups.45,46,48 In general,
amplitude decreases with increasing frequency whereas
phase increases. The concrete frequency response of signal
and noise always depends on the optical properties of the
medium. The system enables measurements to be taken with
sufficient SNR, in both amplitude and phase over a wide
frequency range. The amplitude SNR decreases with increas-
ing frequency but the phase SNR shows a maximum around
500–600 MHz as reported by Boas et al.45 and Toronov
et al.46

The minimum time required for a complete data acqui-
sition is about 1.5 s. This means that for tomographic imag-
ing the time for scanning over a certain number of source
positions including data acquisition can be kept below 1 min.
This is particularly important for clinical applications, be-
cause long measurement times are burdensome for patients
and often reduces data quality because of motion artifacts.

A slab phantom with jointlike absorption and scattering
showed that detection of a thin layer with enhanced absorp-
tion and scattering is possible. The signal change in ampli-
tude is nearly the same whether if absorption or scattering is
enhanced because in any case increase of one of these pa-
rameters causes damping of the amplitude. However, in
phase, the signal changes with different signs for absorption
and scattering. According to the results reported by Krämmer
et al.,48 the amplitude contrast slightly decreases with in-
creasing frequency but increases in phase.

A finger joint phantom was built to simulate changes in
optical properties occurring in rheumatoid arthritis �RA�. It
was tested by simulating two different stages, healthy and
inflamed as in early RA. Simple line scans over the joint
regions showed that the small changes between these two
stages are distinguishable with p�0.001 in amplitude over
the whole frequency range and p�0.002 in phase beyond
100 MHz.

The results verify that, for evaluation of pathological
changes in tissue, frequency-domain optical imaging can be
more valuable compared to continuous wave imaging be-
cause amplitude and phase are sensitive to changes of the
optical properties and, particularly, phase carries additional
information about the type of change. For small geometries
and jointlike properties, the optimal frequency range is
around 500–600 MHz. The best SNR in phase lies in this
range and the SNR in amplitude is still sufficiently large.
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