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When moving around in the world, the human visual system uses both motion and form information to estimate the direction of
self-motion (i.e., heading). However, little is known about cortical areas in charge of this task. This brain-imaging study addressed this
question by using visual stimuli consisting of randomly distributed dot pairs oriented toward a locus on a screen (the form-defined focus
of expansion [FoE]) but moved away from a different locus (the motion-defined FoE) to simulate observer translation. We first fixed the
motion-defined FoE location and shifted the form-defined FoE location. We then made the locations of the motion- and the form-defined
FoEs either congruent (at the same location in the display) or incongruent (on the opposite sides of the display). The motion- or the
form-defined FoE shift was the same in the two types of stimuli, but the perceived heading direction shifted for the congruent, but not for
the incongruent stimuli. Participants (both sexes) made a task-irrelevant (contrast discrimination) judgment during scanning. Search-
light and ROI-based multivoxel pattern analysis revealed that early visual areas V1, V2, and V3 responded to either the motion- or the
form-defined FoE shift. After V3, only the dorsal areas V3a and V3B/KO responded to such shifts. Furthermore, area V3B/KO shows a
significantly higher decoding accuracy for the congruent than the incongruent stimuli. Our results provide direct evidence showing that
area V3B/KO does not simply respond to motion and form cues but integrates these two cues for the perception of heading.

Key words: cue integration; form; heading; motion; optic flow; V3B/KO

(s )

Human survival relies on accurate perception of self-motion. The visual system uses both motion (optic flow) and form cues for the
perception of the direction of self-motion (heading). Although human brain areas for processing optic flow and form structure are
well identified, the areas responsible for integrating these two cues for the perception of self-motion remain unknown. We
conducted fMRI experiments and used multivoxel pattern analysis technique to find human brain areas that can decode the shift
in heading specified by each cue alone and the two cues combined. We found that motion and form cues are first processed in the
early visual areas and then are likely integrated in the higher dorsal area V3B/KO for the final estimation of heading. j
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Introduction specific type of visual motion of objects in the world available at

Human survival requires accurate perception and control of self-  the eye generated during self-motion. When traveling on a
motion. How do we perceive the direction of our self-motion  straight path (translation), optic flow forms a radially expanding
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Figure 1.

Aniillustration of the animated Glass pattern stimulus that offers two independent FoEs: the form-defined FoE given by the orientation of the dot pairs (“X") and the motion-defined

FoE given by the motion of the dot pairs (“+"). Lines with arrowheads indicate velocity vectors of the centroid of the dot pairs. “X,” “+,” and lines with arrowheads are for illustration purpose only

and not shown in the experimental stimulus.

either dorsally to the parietal cortex for motion processing or
ventrally to the inferotemporal cortex for form processing (e.g.,
Mishkin et al., 1983; DeYoe and Van Essen, 1988).

Separate processing of motion and form information is ini-
tially supported by neuropsychological evidence from brain-
damaged patients (e.g., Benson and Greenberg, 1969; Zihl et al.,
1983; Goodale and Milner, 1992). However, many studies show
that motion and form processing are closely linked (for review,
see Kourtzi et al., 2008). For example, the classical kinetic depth
effect (Wallach and O’Connell, 1953) and biological motion (Jo-
hansson, 1973) show that motion can help perceive form that
could not be seen from a static display. Conversely, form can also
affect motion perception, such as static “speed lines” and motion
streaks depicted in diagrams are shown to bias the perceived ob-
ject motion direction (e.g., Geisler, 1999; Burr and Ross, 2002).

Enlightened by these studies, Niehorster et al. (2010) devel-
oped animated Glass pattern stimuli (Glass, 1969) that pitted
optic flow and form cues to self-motion against one another, with
each cue indicating a different heading direction. For the first
time, they found that the human visual system optimally inte-
grates motion and form cues for heading estimation. Although
the brain areas for processing motion and form cues are well
identified, the areas responsible for integrating these two cues for
the perception of self-motion remain unknown. To address this

question, in the current study, we used similar animated Glass
pattern stimuli consisting of randomly distributed dot pairs ori-
ented toward a locus on a screen (the form-defined FoE) but
moved away from a different locus (the motion-defined FoE) to
simulate observer translation (Fig. 1; Movie 1). In Experiment 1,
we fixed the motion-defined FoE location and shifted the form-
defined FoE location. In Experiment 2, we made the locations of
the motion- and the form-defined FoEs either congruent (at the
same location in the display) or incongruent (on the opposite
sides of the display). The shift in location of the motion- or the
form-defined FoE was the same in the two types of stimuli, but
the perceived direction of heading shifted in the congruent, but
not in the incongruent stimuli. We performed searchlight and
ROI-based multivoxel pattern analysis (MVPA) to find the brain
areas that could not only respond to a location shift of the form-
defined FoE (Experiment 1) but also show a higher decoding
accuracy for the congruent than the incongruent stimuli (Exper-
iment 2). These areas are likely to be in charge of integrating
motion and form cues for heading perception. In Experiment 3,
we randomized the form or the motion signals in the stimuli to
remove the form or the motion cue to the FoE. The purpose was
to validate whether the cortical areas identified in Experiments 1
and 2 are indeed driven by global form and motion signals.
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Movie1. Schematicvideo showing the animated Glass pattern stim-
uli. Dot pairs are oriented to form a radial pattern with the form-defined
FoE to the right of the middle of the screen. All these dot pairs moveina
radial pattern away from the motion-defined FoE in the middle of the
screen.

Materials and Methods

Experimental design and statistical analyses

All experiments had within-subject design. Data were analyzed using ¢
tests or repeated-measures ANOVAs with Tukey HSD tests. We reported
exact p values. We report Cohen’s d and nf, as a measure of effect size for
t tests and ANOV As, respectively.

Participants

Twenty-six students and staff (22 naive to the specific goals of the study)
between the age of 18 and 38 years at East China Normal University and
New York University Shanghai participated in the study. Among them,
14 (9 males, 5 females; mean age * SD: 23.4 = 5.9 years) participated in
Experiment 1, 13 (9 males, 4 females; mean age = SD: 22.8 = 4.3 years)
participated in Experiment 2, and 12 (5 males, 7 females; mean age = SD:
23.5 & 2.1 years) participated in Experiment 3. Fifteen participants from
Experiments 1 and 2 (10 males, 5 females; mean age = SD: 23.7 = 5.6
years) also participated in a control psychophysical experiment.

All participants had normal or corrected-to-normal vision and pro-
vided informed consent. The study was approved by the Human Re-
search Ethics Committee at East China Normal University and the
Internal Review Board at New York University Shanghai. We determined
the sample size based on the sample size in relevant previous studies.

Visual stimuli

The display simulated an observer translating at 1.5 m/s through a 3D
cloud consisting of 200 white dot pairs with 0.25° centroid-to-centroid
separation (dots: 0.125° in diameter, 95% luminance contrast). The 200
dot pairs were randomly placed in the depth range of 1.1-5 m according
to an algorithm to ensure a uniform distribution of dot pairs as a function
of distance. Dot pairs moved outside of the FOV were regenerated with
the same algorithm that maintained the depth layout of the 3D cloud. In
each frame, all dot pairs were oriented toward a location on the screen
forming a radial Glass pattern. The display thus offered two indepen-
dently generated FoEs: the form-defined FoE given by the orientation of
the dot pairs (Fig. 1, “X”) and the motion-defined FoE given by the
centroid of dot pairs moved outward (Fig. 1, “+7).
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In Experiment 1, the motion-defined FoE was fixed at 0° (the center of
the display) and the form-defined FoE was shifted from —5° (left) to 5°
(right) by steps of 2° from the motion-defined FoE, resulting in six stim-
uli (see Fig. 2a). In Experiment 2, we tested two congruent and two
incongruent stimuli. For the two congruent stimuli, the motion- and the
form-defined FoEs were both at —4° or 4°. For the two incongruent
stimuli, the motion- and the form-defined FoEs were at 4° on the oppo-
site sides of the display (see Fig. 3a). In Experiment 3, we used the stimuli
of Experiment 2 and randomized the orientation or the motion direction
of the dot pairs, resulting in four form-signal-randomized stimuli and
four motion-signal-randomized stimuli. Randomizing the orientation of
the dot pairs removed the form-defined FoE but left the motion-defined
FoE intact (see Fig. 64, top row), and randomizing the motion direction
of the dot pairs removed the motion-defined FoE but left the form-
defined FoE intact (see Fig. 6a, bottom row).

On each trial, a red fixation point appeared at the center of the display
for 400 ms followed by the simulated self-motion display for 600 ms. No
fixation point was present in the self-motion display to ensure that the
self-motion display did not contain any extraneous relative motion. Par-
ticipants were instructed to fixate the fixation point that appeared at the
beginning of the trial and maintain their eye position at the center of the
display throughout the trial. If participants followed our instructions,
then the pattern of their eye movements should not vary across the stim-
uli in all experiments. In 20% of trials, the contrast of half of the dot pairs
was lowered by ~50%. Participants were asked to watch the display
carefully and press a button to report the trials containing dots with lower
contrast.

To examine heading perception with the congruent and the incongru-
ent stimuli, we conducted a control psychophysics experiment. For the
two congruent stimuli, the motion- and the form-defined FoEs were in
the same location that was randomly sampled from —3° (left) to 3°
(right) by steps of 0.5° (i.e., 13 locations) with respect to a vertical refer-
ence line. The reference line was located at —4° or 4° with respect to the
center of the display. For the two incongruent stimuli, the reference line
was located at the center of the display. The motion- and the form-
defined FoEs were 8° apart on the opposite sides of the display. The
location of the motion-defined FoE was randomly sampled from —7° to
—1° or 1° to 7° by steps of 0.5° (i.e., 13 locations) with respect to the
reference line. Similar to the brain-imaging experiment, on each trial, a
white fixation cross appeared at the center of the display for 400 ms
followed by the simulated self-motion for 600 ms. Participants were
instructed to fixate the fixation cross that appeared at the beginning of
the trial and maintain their eye position at the center of the display
throughout the trial. Right after the motion, the vertical reference line
(blue, 0.8° H) appeared along the azimuth of the display, and participants
were asked to press a mouse button to indicate whether their perceived
direction of heading was to the left or right of the reference line. To
prevent participants from memorizing the location of the reference line,
its position was jittered in the range of —1° to 1° in each trial. We fitted a
cumulative Gaussian function to participants’ heading judgment data.
The mean of the fitted Gaussian function indicates the point of subjective
equality (PSE) in heading judgments (i.e., the perceived direction of
heading).

Equipment and imaging acquisition parameters

The display was rendered with Psychtoolbox-3 Toolbox and back-
projected on a white screen (resolution: 1024H X 768V pixels; refresh
rate: 60 Hz) in a Siemens 3T MRI scanner (Trio for Experiments 1 and 2,
Prisma for Experiment 3). Participants lay supine in the scanner and
viewed the display (19° X 19°) binocularly through light-reflecting mir-
rors at the distance of 92 cm. Participants’ head was positioned in a
32-channel head coil for enhanced signal to noise. Functional scans con-
sisted of repeated EPI: voxel size = 3 X 3 X 3 mm, TE = 30 ms, flip
angle = 81°, matrix size = 64 X 64, FOV = 192 X 192 mm, 38 slices (0.3
mm interslice gap, 3.0 mm slice thickness, slice order interleaved ascend-
ing), and TR = 2000 ms. A detailed T1-weighted anatomical image was
also acquired: voxel size = 1 X 1 X 1 mm, TE = 2.34 ms, flip angle = 7°,
FOV = 256 X 256 mm, 192 slices (no gap), and TR = 2530 ms (5 min and
48 s total scan time).
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In the psychophysics experiment, the display was presented on an
ASUS VG278H 27-inch LCD monitor (resolution: 1024H X 768V pixels;
refresh rate: 60 Hz). Participants viewed the display (19° X 19°) binocu-
larly with their head stabilized by a chin rest at 57 cm away from the
display.

Procedure

In all three experiments, participants were scanned for eight runs using a
block design. Each run had 24 stimulus blocks (6 stimuli X 4 blocks) in
Experiment 1, 16 stimulus blocks (4 stimuli X 4 blocks) in Experiment 2,
and 24 stimulus blocks (8 stimuli X 3 blocks) in Experiment 3. Each 16-s
stimulus block contained 16 trials of a stimulus. The testing order of
stimulus was randomized in each run. No feedback was provided in
any stimulus trial. Each run also had a 16-s fixation block with no
stimulus but a red fixation point in the center of a blank screen at the
beginning, in the middle, and at the end of the run. The purpose of the
fixation block was to acquire baseline brain activations in each run.
The scanning lasted about 1 h for Experiment 1, about 40 min for
Experiment 2, and about 1 h for Experiment 3.

For each participant in a separate scanning session that lasted about
1 h, we identified the following ROIs: the early visual areas that respond
to both local motion and form information (V1, V2), the higher ventral
areas that respond to shape and global form information (V3v, hV4, LO),
the dorsal (hMST) and the parietal areas (VIP, V6), and area CSv that
respond to optic flow. Because previous human brain-imaging studies
have shown that the dorsal stream can be activated by both motion and
form information (Braddick et al., 2000; Krekelberg et al., 2005), we also
identified other visual areas along the dorsal stream (V3d, V3a, V7, V3B/
KO, hMT) that are known to respond to motion information. Specifi-
cally, we identified the retinotopic visual areas (V1, V2, V3v, V3d, V3a,
hV4, V7) using standard retinotopic mapping procedures with rotating
wedge stimuli (Engel et al., 1994; Sereno et al., 1995; DeYoe et al., 1996).
We defined area hV4 as the ventral, but not the dorsal, subregion of V4
(Wandell et al., 2007). We identified areas V3B/KO (DuPont et al., 1997;
Zeki et al., 2003), LO (Kourtzi and Kanwisher, 2001), hMT (Zeki et al.,
1991), hMST (Dukelow et al., 2001), V6 (Pitzalis et al., 2010), and CSv
(Wall and Smith, 2008) using independent localizers as described in the
cited studies. Finally, we identified area VIP (average center of ROI: —26,
—64, 43 for left and 30, —61, 46 for right) by comparing the anatomical
structure of the activated areas in the experiments to what is described in
previous studies (e.g., Orban et al., 2004, 2006).

To examine whether participants could follow the instructions to fix-
ate the fixation point that appeared at the center of the display at the
beginning of a trial and then maintain their eye position there through-
out the trial, in a separated session outside of the scanner, we recorded
eye movements of 6 randomly selected participants from Experiments 1
and 2 (3 males, 3 females; mean age = SD: 22.5 * 2.3 years) using an
Eyelink 1000 plus eye tracker (1 kHz, SR Research) when they viewed the
same display (19° X 19°) on an LCD monitor (1024 X 768 pixels, 60 Hz)
and performed the same task as in Experiments 1 and 2.

In the psychophysics experiment, each participant completed a total of
260 experimental trials (4 stimulus conditions X 13 FoE combinations X
5 trials). The trials were blocked by stimulus condition and randomized
within each block. The testing order of stimulus condition was counter-
balanced between participants. Participants received 5-10 practice trials
at the beginning of each block. No feedback was provided in any practice
or experimental trial. The psychophysics experiment lasted about 30
min.

Data analysis

Preanalysis. Neuroimaging data were analyzed using Brain Voyager QX
(Brain Innovations). The anatomical data were transformed into the
standard MNI space and then inflated using BrainVoyager QX. Prepro-
cessing of the functional data included slice scan time correction, 3D
motion correction, linear trend removal, and temporal high-pass filter-
ing. The EPI images were then aligned with the anatomical images and
transformed into the standard MNI space. All functional data were trans-
formed into a 3 mm isovoxel volume time course data using the nearest
neighbor algorithm without spatial smoothing.
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MVPA. We performed MVPA (Haynes and Rees, 2005; Kamitani and
Tong, 2005) to decode BOLD responses evoked by different stimuli. We
first normalized the time course data by computing the Z scores of BOLD
signals in each run to minimize the baseline difference across runs. We
shifted the time course data forward by 4 s to compensate for the hemo-
dynamic response delay and then averaged the BOLD response data
across trials in each stimulus block. For the ROI-based analysis, we con-
ducted a GLM analysis to select the most activated voxels in each ROI by
comparing their responses in the stimulus blocks with their baseline
responses in the fixation blocks. For the searchlight analysis (Krieges-
korte et al., 2006), we defined a spherical aperture (radius: 9 mm) and
moved this aperture voxel by voxel across the gray matter of each partic-
ipant’s brain where the responses in the stimulus blocks were higher than
in the fixation blocks. We then trained a linear support vector machine
(SVM) classifier to discriminate the selected voxels’ BOLD responses to
different stimuli in the stimulus blocks of randomly selected training
runs. After training, we then calculated the accuracy of the classifier’s
prediction of the stimuli in the stimulus blocks in the testing runs. We
repeated this procedure many times for cross validation. The mean pre-
diction accuracy of the stimuli in the testing runs averaged across the
repetition times was defined as the classifier’s decoding accuracy.

To estimate the significance level of the classifier’s decoding accuracy,
we performed a shuffled analysis in which we randomly assigned the
stimulus labels to the stimuli in the stimulus blocks during training. We
then conducted the same prediction procedure using the stimulus blocks
in the testing runs and repeated it for 1000 times. The mean prediction
accuracy of the stimuli in the testing runs averaged across 1000 times was
defined as the classifier’s baseline decoding accuracy.

Results
Areas encoding form-defined FoEs
Experiment 1 was designed to find the human brain areas that
respond to a shift in location of the form-defined FoE (i.e., en-
code form-defined FoEs). Specifically, we fixed the motion-
defined FoE at the center of the display (0°) and shifted the
location of the form-defined FoE from —5° (left) to 5° (right) by
steps of 2°, resulting in six stimuli (Fig. 2a). For each ROI, we thus
trained a six-way linear SVM classifier to discriminate the pattern
of BOLD response to the six stimuli using the data from three
pairs of even- and odd-numbered runs randomly selected from the
eight experimental runs. The classifier’s prediction accuracy of the
six stimuli was calculated using the data from the remaining pair of
even- and odd-numbered experimental runs. This procedure was
repeated 16 times to cover all possible combinations of even- and
odd-numbered runs for training and testing. Fig. 2-1 (available
at https://doi.org/10.1523/]NEUROSCI.3225-18.2019.f2-1) plots
the classifier’s mean prediction accuracy (i.e., decoding accuracy) of
the six stimuli averaged across 16 repetitions as a function of the
number of the most activated voxels (starting from 50 to the mini-
mum number of the activated voxels across all participants) for each
ROL. For all ROIs, the decoding accuracy is stabilized with the voxel
number of =100. Figure 2b (gray bars) plots the classifier’s decoding
accuracy with 100 most activated voxels for each ROL

We grouped the ROIs as the early visual areas (V1, V2), the
ventral visual areas (V3v, hV4, LO), the dorsal visual areas (V3d,
V3a,V7,V3B/KO), the dorsal motion visual areas (hMT, hMST),
and other optic flow areas (VIP, V6, CSv). We conducted a two-
way (ROI X decoding vs baseline decoding accuracy) repeated-
measures ANOVA for each group and found that the classifier’s
decoding accuracy was significantly higher than its baseline de-
coding accuracy for the early (F, 5, = 8.91, p = 0.011, n; =
0.41), the ventral (F(, ,3, = 7.86, p = 0.015, ; = 0.38), and the
dorsal (F(, ;3= 7.13,p = 0.019, nf, = 0.35) visual areas. No such
main effect was found for the dorsal motion visual areas (F(, 5, =
1.22, p = 0.29, m; = 0.086) or other optic flow areas (F, 5, =
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Figure2.

Experiment 1 visual stimuli and data. a, lllustrations of the six stimuli. Negative sign indicates the FoE location to the left of the display center; positive sign indicates the FoE location to theright.

X" and"+"indicate the form-and the motion-defined FoEs, respectively. b, The classifier's decoding accuracy for the six stimuli for each ROl group. Gray bars plot the data with 100 most activated voxels. White
bars plot the data with 200 most activated voxels. (see also Figure 2—1, available at https://doi.org/10.1523/JNEUR0SCI.3225-18.2019.f2-1) Dotted lines indicate the upper limits of the 95% Cl of the classifier’s
baseline decoding accuracies from 1000 shuffled tests. Solid line indicates the chance level of 1/6. Error bars indicate SEs across 14 participants. ***p << 0.001. **p << 0.01. *p << 0.05. ¢, The searchlight brain map
showing lusters (=25 voxels) that have significantly higher decoding accuracies than the baseline levels across 14 participants (t;5, > 2.16,p << 0.05). d, The dassifier's decoding accuracy as a function of the
form-defined FoE position shift. Solid lines indicate the fitted linear functions. Error bars indicate SEs across 14 participants.

0.18, p = 0.68, ; = 0.014). Tukey HSD tests revealed that the
classifier’s decoding accuracy was significantly higher than its
baseline decoding accuracy for areas V1 (p = 0.0016), V2 (p =
0.00025), V3v (p = 0.00029), V3d (p = 0.020), V3a (p = 0.0010),
and V3B/KO (p = 0.0012), indicating that the pattern of BOLD
response of these visual areas can be modulated by the shift in
location of the form-defined FoE in the display. Because the min-
imum number of the activated voxels across participants was
>200 for these six areas (see Fig. 2-1, available at https://doi.org/
10.1523/JNEUROSCI.3225-18.2019.f2-1), we thus also com-
puted the classifier’s decoding accuracies by selecting 200 most
activated voxels in these areas as plotted in Figure 2b (white bars).
We then conducted a 2 (100 vs 200 voxels) X 2 (decoding vs
baseline decoding accuracy) repeated-measures ANOVA for each
of these areas. Tukey HSD tests revealed that same as with 100
voxels, with 200 voxels, the classifier’s decoding accuracy was also
significantly higher than its baseline decoding accuracy for all the
six visual areas (V1: p = 0.00020; V2: p = 0.00020; V3v: p =
0.00025; V3d: p = 0.00027; V3a: p = 0.00020; V3B/KO: p =

0.00020). Because the classifier’s decoding reliability in general
increases with the number of voxels (Haynes and Rees, 2005;
Furlan et al., 2014), we trained the classifier and computed its
decoding accuracy by selecting 200 most activated voxels for
these six areas in the following analyses.

To examine whether any high-level brain areas also respond to
the form-defined FoE shift, we conducted searchlight MVPA
analysis. The classifier’s decoding accuracy was computed for the
central voxel of each spherical aperture, resulting in a map of
decoding accuracy of the whole brain for each participant. We set
a cluster size threshold of 25 voxels and performed one-sample ¢
tests to compare each cluster’s decoding accuracy with the chance
level of 1/6 across participants. We found that, consistent with the
results of the ROI-based MVPA analysis, the early visual areas V1
and V2, the ventral visual area V3v, and the dorsal visual areas
V3d, V3a, and V3B/KO showed significantly higher decoding
accuracies than the baseline levels. Furthermore, we did not ob-
serve any high-level brain areas involved in decoding the form-
defined FoE shift (Fig. 2c).
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How do these brain areas represent form-defined FoEs in
heading perception? Do they respond only to the form-defined
FOE position shift or their response can be modulated by the
magnitude of the position shift? To address this question, we
trained a two-way linear SVM classifier with 200 voxels to dis-
criminate the pattern of BOLD response when the relative posi-
tion shift of the form-defined FoE in two of the six stimuli was 2°,
4°,6°, 8°, or 10°. Figure 2d plots the classifier’s decoding accuracy
as a function of the form-defined FoE position shift for these
brain areas. A simple linear regression analysis revealed a signif-
icant linear trend between the decoding accuracy and the form-
defined FoE position shift for areas V3v (R*= 0.95, p = 0.0050),
V3d (R* = 0.80, p = 0.040), and V3a (R* = 0.93, p = 0.0081) but
not for areas V1 (R* = 0.50, p = 0.18), V2 (R* = 0.57, p = 0.14),
and V3B/KO (R* = 0.17, p = 0.84). This suggests that, while all
these six areas respond to the form-defined FOE position shift,
only the responses in areas V3v, V3d, and V3a can be modulated
by the magnitude of the position shift.

In summary, this experiment allowed us to identify the brain
areas that respond to a shift in location of the form-defined FoE.
We found that the pattern of BOLD response in areas V1, V2,
V3v, V3d, V3a, and V3B/KO changed with the shift in location of
the form-defined FoE. Because the motion-defined FoE was fixed
in all six stimuli in this experiment, it remains in question
whether these areas also respond to a shift in location of the
motion-defined FoE, and if so, how these areas integrate motion
and form signals for the perception of heading. Experiment 2 was
designed to address these questions.

Areas integrating motion and form cues for

heading perception

In Experiment 2, we tested two types of stimuli in which the
form- and the motion-defined FoE locations were congruent
(i.e., both were at —4° or 4°) or incongruent (i.e., the motion-
defined FoE was at —4° and the form-defined FoE was at 4° or
vice versa; Fig. 3a). Before scanning, we conducted the psycho-
physics experiment to examine participants’ heading perception.
We found that, for the two congruent stimuli, the mean PSE
averaged across 15 participants was —4.34 = 0.15° (mean = SE)
or 4.61 * 0.18° when the motion- and the form-defined FoEs
were at —4° or 4°. For the two incongruent stimuli, the mean PSE
was —0.24 * 0.59° or —0.66 = 1.21° when the motion-defined
FoE was at 4° and the form-defined FoE was at —4° or vice versa
(Fig. 3b). Separate paired  tests revealed that the mean PSE was
significantly different for the two congruent stimuli (¢, =
—50.84, p < 0.0010, Cohen’s d = —13.13) but not for the two
incongruent stimuli (¢4, = 0.15, p = 0.89, Cohen’s d = 0.038).
This indicates that the perceived direction of heading shifted with
the congruent but not with the incongruent stimuli. Due to the
fact that the changes in motion and form signals in the two con-
gruent stimuli were the same as in the two incongruent stimuli,
the brain areas that show a higher decoding accuracy for the
congruent than the incongruent stimuli should be responding to
the perceived direction of heading rather than the change in mo-
tion or form signals.

Following this logic, we trained a two-way linear SVM classi-
fier to discriminate the pattern of BOLD response to the two
congruent or incongruent stimuli using the data from three pairs
of even- and odd-numbered runs randomly selected from the
eight experimental runs. The classifier’s prediction accuracy of
the two congruent or incongruent stimuli was calculated using
the data from the remaining pair of even- and odd-numbered
experimental runs. This procedure was again repeated 16 times to
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cover all possible combinations of even- and odd-numbered runs
for training and testing. Figure 3¢ plots the classifier’s mean pre-
diction accuracy (i.e., decoding accuracy) of the two congruent or
incongruent stimuli averaged across 16 repetitions for the six
visual areas identified in Experiment 1. A 2 (decoding vs baseline
decoding accuracy) X 2 (congruent vs incongruent stimuli)
repeated-measures ANOVA revealed that, for areas V1, V2, V3v,
V3d, and V3a, only the main effect of decoding accuracy was
significant (F(, 5y > 22.03, p < 0.00052, 7)]23 > 0.64). For area
V3B/KO, both the main effects of decoding accuracy and stimu-
lus type as well as their interaction effect were significant (F, |,
= 21.32, p = 0.00060, n; = 0.64, F( ) = 6.63, p = 0.024, 0, =
0.36, and F(, 1,y = 6.72, p = 0.024, nf, = 0.36, respectively).
Tukey HSD tests showed that the classifier’s decoding accuracy
for the two congruent or incongruent stimuli was significantly
higher than its corresponding baseline level for all the six visual
areas (p < 0.0092), indicating that these areas can discriminate
the two stimuli of either the congruent or incongruent type. Nev-
ertheless, while there was no significant difference in the classifi-
er’s decoding accuracy between the congruent and the
incongruent stimuli for areas V1 (p = 0.997), V2 (p = 0.52), V3v
(p =0.86), V3d (p = 0.67), and V3a (p = 0.38), the classifier’s
decoding accuracy was significantly higher for the congruent
than the incongruent stimuli for area V3B/KO (p = 0.015). This
suggests that area V3B/KO plays an important role in the integra-
tion of motion and form signals for the perception of heading.

Both the motion- and the form-defined FoEs changed their
locations in the two congruent and the two incongruent stimuli.
The higher-than-baseline decoding accuracy observed for both
types of stimuli thus does not tell us whether the brain area re-
sponded to a shift in location of the motion- or the form-defined
FoE or both. To separate the brain area’s responses to the
motion- and the form-defined FoE shifts, we examined the
BOLD responses to the stimuli in which the shift in location only
happened for the motion- or the form-defined FoE (Fig. 4a). To
illustrate, in the stimuli when only the location of the motion-
defined FoE was shifted, the form-defined FoE was fixed (at —4°
or 4°) while the motion-defined FoE was shifted from —4° to 4°.
Similarly, in the stimuli when only the location of the form-
defined FoE was shifted, the motion-defined FoE was fixed (at
—4° or 4°) while the form-defined FoE was shifted from —4° to
4°. We thus trained a two-way linear SVM classifier to discrimi-
nate the pattern of BOLD response to the motion- or the form-
defined FoE shift using the data from three pairs of even- and
odd-numbered runs randomly selected from the eight experi-
mental runs. The classifier’s prediction accuracy of the motion-
or the form-defined FoE shift was calculated using the data from
the remaining pair of even- and odd-numbered experimental
runs. This procedure was again repeated 16 times to cover all
possible combinations of even- and odd-numbered runs for
training and testing.

Figure 4b plots the classifier’s mean prediction accuracy (i.e.,
decoding accuracy) of the motion- or the form-defined FoE shift
averaged across 16 repetitions for the six visual areas identified in
Experiment 1. A 2 (decoding vs baseline decoding accuracy) X 2
(form vs motion cue) repeated-measures ANOVA revealed that,
while the main effect of decoding accuracy was significant for all
six visual areas (F, ;) > 13.00, p < 0.0037, 0, > 0.52), the main
effect of cue type and the interaction effect of decoding accu-
racy and cue type were also significant for areas V1 (F(, ,,), =
12.73, p = 0.0039, 7 = 0.52 and F,, ,,) = 12.90, p = 0.0037,
n}z) = 0.52, respectively) and V2 (F, 5, = 5.90, p = 0.032, 7112:,
=0.33and F(, 1, = 6.23, p = 0.028, n;, = 0.34, respectively).
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Figure3. Experiment 2 visual stimuli and data. a, lllustrations of the four stimuli. Negative sign indicates the FoE location to the left of the display center; positive sign indicates the FoE location

to theright. “ X" and “+ " indicate the form- and the motion-defined FoEs, respectively. b, Data from the psychophysics experiment. Left: Mean percentage of “right” response in heading
judgments as a function of the average location of the motion- and the form-defined FoEs. Solid lines indicate cumulative Gaussian functions fitted to the data averaged across participants. Right:
Mean PSE against stimulus type. Error bars indicate SEs across 15 participants. ¢, The classifier's decoding accuracy for the congruent (gray) and incongruent (white) stimuli for the six visual areas that
encode the form-defined FoE shift as identified in Experiment 1. Dotted lines indicate the upper limits of the 95% Cl of the classifier's baseline decoding accuracies from 1000 shuffled tests. Solid line

indicates the chance level of 1/2. Error bars indicate SEs across 13 participants. *p < 0.05.

Tukey HSD tests revealed that, for area V1, the decoding ac-
curacy for the motion-defined FoE shift was significantly
higher than the baseline level (p = 0.00022) and the decoding
accuracy for the form-defined FoE shift was borderline signif-
icantly higher than the baseline level (p = 0.085). For all the
other five areas (V2, V3v, V3d, V3a, and V3B/KO), the decod-
ing accuracy for either the motion- or the form-defined FoE
shift was significantly higher than the corresponding baseline
level (p < 0.039), indicating that these areas respond to either
the motion- or the form-defined FoE shift. For areas V1 and

V2, the decoding accuracy was also significantly higher for the
motion- than the form-defined FoE shift (p < 0.020), indicat-
ing that these two areas have a higher sensitivity to the motion
than the form cue to the FoE.

Neural computation for integrating motion and form cues

How do the brain areas that encode either the motion- or the
form-defined FoE shift combine motion and form cues when
they are both present? There are two possibilities: linear optimal
combination and fusion. For linear optimal combination, the
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brain area processes two types of cues as independent compo-
nents and combines them in a statistically optimal manner ac-
cording to the Bayes theorem (Landy et al., 1995; Ban et al., 2012).
In this case, the classifier’s decoding sensitivity to two consistent
cues should be the quadratic sum of its sensitivity to each cue
alone. In contrast, for fusion, the brain area may not process the
two cues independently and may combine them in a nonlinear
way (Ban et al., 2012). In this case, the classifier’s decoding sen-
sitivity to two consistent cues would not be equal to the quadratic
sum of its sensitivity to each cue alone.

A classifier’s sensitivity index (d’) to decode the neural re-
sponses to a cue can be computed using its decoding accuracy for
that cue (Ban et al., 2012), given as:

d = 2erf'(2p — 1) (1)

where p is the decoding accuracy. To examine how brain areas
combine motion and form cues for heading perception, we com-
puted the classifier’s form cue decoding sensitivity index (d})
using its decoding accuracy for only the form-defined FoE shift
(Fig. 4b, gray bars), the classifier’s motion cue decoding sensitiv-

ity index (d,,) using its decoding accuracy for only the motion-
defined FoE shift (Fig. 4b, white bars), and the classifier’s
combined cue decoding sensitivity index (d,, ., s) using its decod-
ing accuracy for both the motion- and the form-defined FoE shift
in the two congruent stimuli (Fig. 3¢, gray bars). Figure 5a plots
d}, d,d,. p and the quadratic sum of d,, and d'f for the six visual
areas identified in Experiment 1. To make the comparison of d,, ./
to the quadratic sum of d,, and d; easier, we converted the sensi-
tivities indices to an integration index (¢) as follows:

dnz+/'
72 )
Jd7 + d;

o=

(2)

When d;ﬁf is equal to the quadratic sum of d,, and d}, the inte-
gration index ¢ would be zero. Figure 5b plots the integration
index for the six visual areas. Separate t tests revealed that, while
the integration index was significantly larger than zero for area
V3B/KO (t,,, = 2.31, p = 0.040, Cohen’s d = 0.64), it was not
significantly different from zero for the other five areas (V1: £,
=0.30,p = 0.77, Cohen’s d = 0.083; V2: t,,, = —1.86, p = 0.088,
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Cohen’s d = —0.52; V3v: t(y,) = —0.13, p = 0.90; V3d: £, =
—0.53, p = 0.61, Cohen’s d = —0.15; V3a: t(,,, = 0.86, p = 0.41,
Cohen’s d = 0.24). This suggests that, in contrast to areas V1, V2,
V3v, V3d, and V3a that perform linear optimal combination
when responding to motion and form cues, area V3B/KO per-
forms fusion computation when combining these two cues for
heading perception.

Randomizing form or motion signals
To validate whether the responses in the brain areas identified in
Experiments 1 and 2 are indeed driven by global form and mo-
tion signals, in Experiment 3, we randomized the form signals in
the four stimuli of Experiment 2 by randomizing the orientation
of the dot pairs or the motion signals by randomizing the motion
direction of the dot pairs, resulting in eight stimuli. Randomizing
the form signals removed the form-defined FoE in the display but
left the motion-defined FoE intact (Fig. 64, top row), and ran-
domizing the motion signals removed the motion-defined FoE
but left the form-defined FoE intact (Fig. 6a, bottom row). De-
spite the randomization of the form or motion signals in the
stimuli, we kept the label of each stimulus condition the same as
in Experiment 2 for the data analysis and comparison purposes.
As in Experiment 2, we trained a two-way linear SVM classi-
fier to discriminate the pattern of BOLD response to the motion-
or the form-defined FoE shift using the data from three pairs of
even- and odd-numbered runs randomly selected from the eight
experimental runs. The classifier’s prediction accuracy of the
motion- or the form-defined FoE shift was calculated using the
data from the remaining pair of even- and odd-numbered exper-
imental runs. This procedure was repeated 16 times to cover all
possible combinations of even- and odd-numbered runs for
training and testing. Figure 6b plots the classifier’s mean predic-
tion accuracy (i.e., decoding accuracy) of the motion- or the
form-defined FoE shift averaged across 16 repetitions for the
form-signal-randomized stimuli (left) and the motion-signal-
randomized stimuli (right) for the six visual areas. A 2 (decoding
vs baseline decoding accuracy) X 2 (form vs motion cue)
repeated-measures ANOVA revealed that for both the form- and
the motion-signal-randomized stimuli, the interaction effect of
decoding accuracy and cue type was significant for all six visual
areas (F(, ;) > 6.55, p < 0.027, m; > 0.37). Tukey HSD tests
showed that for the form-signal-randomized stimuli, while the
decoding accuracy for the motion-defined FoE shift was signifi-
cantly higher than the baseline level for all the six visual areas
(p < 0.00039), the decoding accuracy for the form-defined FoE
shift was not statistically different from the baseline level for all
the six visual areas (p > 0.91). In contrast, for the motion-signal-
randomized stimuli, while the decoding accuracy for the form-
defined FoE shift was significantly higher than the baseline level
for all the six visual areas (p < 0.011), the decoding accuracy for
the motion-defined FoE shift was not statistically different from
the baseline level for all the six visual areas (p > 0.68). These
results show that randomizing form signals to remove the form
cue to the FoE indeed only affected the decoding accuracy for the
form-defined FoE shift, and randomizing motion signals to re-
move the motion cue to the FoE indeed only affected the decod-
ing accuracy for the motion-defined FoE shift. This supports the
claim that the responses in the brain areas identified in Experi-
ments 1 and 2 are driven by global form and motion signals.
Because randomizing form or motion signals removed the
form or the motion cue to the FoE in the four stimuli of Experi-
ment 2, it made the two congruent stimuli the same as the two
incongruent stimuli. We thus expected that all the six visual areas
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would show similar decoding accuracies for the congruent and
the incongruent stimuli. To examine this, as in Experiment 2, we
trained a two-way linear SVM classifier to discriminate the pat-
tern of BOLD response to the two congruent or incongruent
stimuli using the data from three pairs of even- and odd-
numbered runs randomly selected from the eight experimental
runs. The classifier’s prediction accuracy of the two congruent or
incongruent stimuli was calculated using the data from the re-
maining pair of even- and odd-numbered experimental runs.
This procedure was repeated 16 times to cover all possible com-
binations of even- and odd-numbered runs for training and test-
ing. Figure 6¢ plots the classifier’s mean prediction accuracy (i.e.,
decoding accuracy) of the two congruent or incongruent stimuli
averaged across 16 repetitions for the form-signal-randomized
stimuli (left) and the motion-signal-randomized stimuli (right)
for the six visual areas. A 2 (decoding vs baseline decoding accu-
racy) X 2 (congruent vs incongruent stimuli) repeated-measures
ANOVA revealed that, for both the form- and the motion-signal-
randomized stimuli, only the main effect of decoding accuracy
was significant for all six visual areas (F(, ,;, > 8.95, p < 0.013, nf,
> 0.45). That is, across the congruent and the incongruent stim-
uli, the decoding accuracy was significantly higher than the base-
line decoding accuracy for all six visual areas. Tukey HSD tests
showed that, for both the form- and the motion-signal-
randomized stimuli, there was no significant difference in the
classifier’s decoding accuracy between the congruent and the in-
congruent stimuli for all six visual areas ( p > 0.12). This confirms
that after randomizing form or motion signals to render the two
congruent stimuli the same as the two incongruent stimuli, all the
six visual areas indeed could not tell the difference between the
congruent and the incongruent stimuli anymore.

Eye movement data

The recorded eye movement data are plotted in Figure 7. For
Experiment 1, a one-way repeated-measures ANOVA (with the
Greenhouse—Geisser correction for any lack of sphericity) re-
vealed no significant difference in the horizontal (Fs 5, = 1.54,
p=0.21,m; = 0.24) or vertical (F, 5,5 = 0.28,p = 0.81, 17 =
0.053) eye positions across the six stimuli. There was also no
significant difference in saccade amplitude (F;,s, = 0.39, p =
0.85, n;, = 0.072) or the number of saccades (F, 55 775, = 0.997,
p = 0.39, nf) = 0.17) across the six stimuli. For Experiment 2, a
one-way repeated-measures ANOVA (with the Greenhouse—
Geisser correction for any lack of sphericity) revealed no signifi-
cant difference in the horizontal (F(, o, 547 = 2.69, p = 0.16, 1,
= 0.35) or vertical (F(5,5 = 0.85, p = 0.49, 05 = 0.15) eye
positions across the four stimuli. There was also no significance
difference in saccade amplitude (F; 5, = 1.95, p = 0.17, né =
0.28) or the number of saccades (F; 5y = 1.59, p = 0.23, n, =
0.24) across the four stimuli. These results support the claim that
participants were able to follow our instructions and adequately
maintain their eye position at the center of the display through-
out the trial.

Discussion

Combining the results from the three experiments, we found that
the early visual areas V1, V2, and V3 (V3v and V3d combined)
respond to a position shift of the FoE defined by either motion or
form cues. This is consistent with the findings of primate neuro-
physiology studies showing that these areas process both local
motion and form information (Hubel and Wiesel, 1968; Mikami
et al., 1986; Felleman and Van Essen, 1987; Levitt et al., 1994;
Gegenfurtner et al., 1997; Hu et al., 2018). Research identifying
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randomized and the form signals intact (bottom row). Negative sign indicates the FoE location to the left of the display center; positive sign indicates the FoE location to the right. The “X" and the
“+"indicate the form- and the motion-defined FoEs, respectively. b, The classifier's decoding accuracy for the form- (gray) or the motion-defined FoE shift (white) with the form-signal-randomized
stimuli (left) and the motion-signal-randomized stimuli (right) for the six visual areas. ¢, The classifier's decoding accuracy for the congruent (gray) or incongruent (white) stimuli with the
form-signal-randomized stimuli (left) and the motion-signal-randomized stimuli (right) for the six visual areas. Dotted lines indicate the upper limits of the 95% Cl of the classifier's baseline
decoding accuracies. Solid line indicates the chance level of 1/2. Error bars indicate SEs across 12 participants.

the homology of primate areas V1, V2, and V3 in the human  between the primate and human brain breaks down and is less
brain has been quite successful and shows that these areas in  certain (Winawer and Witthoft, 2015).

humans are organizationally and functionally analogous to those Our results show that after area V3, the dorsal (V3a and V3B/
in macaques. However, for visual areas beyond V3, the homology ~ KO) rather than the ventral visual areas (hV4 and LO) respond to
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either the motion- or the form-defined FOE shift. Previous re-
search has shown that the center of a radial flow pattern activates
area V3a, suggesting that this area responds to the exact location
of the FoE in optic flow (Koyama et al., 2005). Our finding re-
garding area V3a thus complements previous findings for this
area. Our findings are also consistent with the dissociation of the
ventral and dorsal streams regarding visual information process-
ing for perception and action (Goodale and Milner, 1992). Spe-
cifically, the ventral stream recognizes and discriminates shape,
size, and color of objects (Kravitz et al., 2013) and thus supports
vision for perception, whereas the dorsal stream encodes spatial
location, orientation, and motion of objects to guide actions and
thus supports vision for action (Decety and Grezes, 1999). Be-
cause our stimuli provide heading information that can be used
for the control of self-motion (e.g., Gibson, 1950; L. Li and
Niehorster, 2014), it is reasonable that the dorsal but not ventral
visual areas respond to the motion- or the form-defined FoE
shift.

The data of Experiment 1 show that, after area V3B/KO, no
other high-level brain areas appear to respond to the form-
defined FoE shift. The data of Experiment 2 further show that
area V3B/KO shows a highly significant higher decoding accuracy
for the congruent than the incongruent stimuli, and its decoding
sensitivity to the combined motion and form cues is higher than
the quadratic sum of its decoding sensitivity to each cue alone.
This suggests that area V3B/KO does not perform a simple linear
summation of motion and form information but fuses or inte-
grates these two types of information to form a unified repre-
sentation or percept. This is consistent with anatomical and

function roles of area V3B/KO in visual information processing.
Anatomically, humanV3B/KO corresponds to the dorsal portion
of primate V4 that receives inputs from the earlier visual area
(Zeki, 2003). More recent studies identified that the dorsal end-
points of the vertical occipital fasciculus, the only major fiber
bundle connecting occipital dorsal and ventral streams (Yeatman
etal., 2014), are near area V3B/KO and its neighboring area, such
as area V3d (Takemura et al., 2016). Functionally, V3B/KO is
originally defined as the kinetic occipital area that responds to
shapes generated from kinetic boundaries (DuPont et al., 1997)
and implied motion (Krekelberg et al., 2005). Several brain im-
aging studies also provide evidence for the involvement of area
V3B/KO in processing optic flow (Greenlee, 2000; Rutschmann
etal.,2000; Beer etal., 2002) and global form structure (S. Lietal.,
2007; Ostwald et al., 2008). Area V3B/KO could thus naturally
integrate form and motion signals when they are both available
for the perception of heading.

As an area of cue integration, V3B/KO should deal with con-
flicting signals and decide whether or not to combine the cues.
Using single-neuron recording in macaque monkeys, Gu et al.
(2008) have shown that area MSTd, which integrates visual and
vestibular cues, contains neurons that are best stimulated by a
discrepancy between these cues. Rideaux and Welchman (2018)
developed a model based on their data and proposed that such
neurons also exist in the human brain, such as in area V3B/KO, to
provide “what not” information that drives suppression of inte-
gration when the discrepancy is large. It is possible that the early
visual areas that encode the discrepancy between motion- and
form-defined FoEs feed into area V3B/KO for its population of
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“what not” neurons to decide when to combine motion and form
cues. The output of V3B/KO may have similar responses to stim-
uli that can be integrated; thus, its response is not modulated by
the magnitude of the position shift in the form-defined FoE (see
Figure 1d).

Previous studies have also shown that area V3B/KO is a can-
didate cortical locus for the integration of qualitatively different
cues. For example, Ban et al. (2012) found that area V3B/KO
integrates disparity and motion information for depth percep-
tion. It has been further revealed that the cue integration in area
V3B/KO is not specific to particular cue pairing, such as disparity
and motion, but can be generalized to other cue pairings, such as
disparity and shading (Dévencioglu et al., 2013) or disparity and
texture (Murphy et al., 2013). Using transcranial direct current
stimulation to perturb the excitatory and inhibitory balance of
areaV3B/KO led to impaired performance of such cue integra-
tion (Rideaux and Welchman, 2018). Our study used quite dif-
ferent types of cues from those examined by previous studies, i.e.,
the motion- and form-defined FoEs that are also qualitatively
different. The finding that these cues are integrated in area
V3B/KO for the perception of heading is thus compatible with
previous findings and suggests quite general cue integration com-
putations in area V3B/KO that could not be inferred from previ-
ous studies.

The results of the current study do not provide evidence for
the involvement of the dorsal motion (MT and MST) or other
optic flow visual areas (VIP, V6, and CSv) in the integration of
motion and form cues for the perception of heading. We do not
exclude the possibility that this could be due to the sampling and
measurement approach we took in the current study. For exam-
ple, welocalized area VIP primarily based on its anatomical struc-
ture described in previous studies. Given the variation in peak
locations between different studies and the variations between
participants, our localization of area VIP might not be precise.
Nevertheless, the searchlight analysis results confirm that this
area did not respond to the form-defined FoE shift. We believe
that the lack of response to the form-defined FoE shift in the
dorsal motion or other optic flow areas is more related to the
ability to encode fine differences in the FoE location using
the activity of spatially precise receptive fields in early visual areas.
For example, studies have shown that the human homolog of
primate MST can discriminate expansion from contraction flow
patterns but does not appear to encode the specific location of the
FoE in optic flow (Strong et al., 2017), and human V6 is also not
sensitive to the change in location of the FoE in optic flow (Furlan
et al., 2014). In addition, previous findings of primate neuro-
physiology studies have shown that most MST neurons do not
respond to form information (Geesaman and Andersen, 1996),
and area VIP receives a large amount of input from area MST but
not much input from the ventral stream (Ungerleider et al.,
2008). In contrast to other flow-selective brain areas, CSv re-
sponses to optic flow can be suppressed by many factors, such as
whether the flow pattern is compatible with self-motion (Wall
and Smith, 2008) or whether flow is used for visuomotor control
(Field et al., 2015). All these factors can contribute to the lack of
response in higher visual areas associated with optic flow process-
ing to the form-defined FoE shift and thus the lack of involve-
ment in the integration of motion and form cues for the
perception of heading.

In conclusion, using the fMRI and MVPA technique, our
study systematically examined human brain areas that integrate
motion and form cues for the perception of the direction of self-
motion (i.e., heading). Our results show that motion and form
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cues are first processed in the early visual areas and then are likely
integrated in the higher dorsal area V3B/KO for the final estima-
tion of heading during self-motion.
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