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Abstract Number features deriving singular, dual, and plural values — always referred to
in that schematic (sg-du-pl / ABC) order — have been argued to be organized via cross-
classification (e.g. Harley & Ritter 2002; Harbour 2014), as well as in linear hierarchies
(e.g. Harley 1994; Smith et al. 2019). Empirically, these approaches split on which pairs
of those number values should readily neutralize to a single form: they agree that the
dual and plural values (ABB) form such a natural class, but make opposing predictions
for the natural class membership of the singular value. This paper tests their predic-
tions experimentally, by teaching participants artificial languages differing in which of
those three logically possible pairs of number values participate in syncretism. Results
from 149 adult participants show that participants exposed to the dual-plural syncretism
(ABB) had the greatest success in a referent selection task. This supports Maldonado
& Culbertson’s (2020) findings that adults employ morphological features in artificial
language learning experiments. Participants also readily learned the singular-plural
(ABA) syncretism, but had significant difficulty with the singular-dual (AAB) syncretism
(p < 0.001). This suggests support for a linear hierarchy approach to number features.
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1 Introduction
The category of number is often represented using features: a small set of primitives
whose interactions are meant to generate the number contrasts and reflect the morpholog-
ical and semantic patterns attested across languages. Take the dual, which marks quan-
tities of two. In singular-dual-plural languages — always referred to in that schematic
(sg-du-pl / ABC) order — the dual contrasts two of something against only one (singu-
lar), and against any other quantity (plural). But in singular-plural languages like English,
quantities of two are always marked as plural, not singular; when the dual is altogether
“absent from the syntax of a particular language”, its meaning is conflated with the plural
(McGinnis 2005: 700–1; Corbett 2000). This is semantically natural once we consider
the meaning of the dual — pairs, after all, are nonsingular. The dual and the plural (ABB)
are evidently/empirically a morphological and semantic natural class.
Though every number feature theory takes a dual-plural natural class as a necessary
outcome, approaches diverge on how featural primitives are organized to capture that
affiliation. Are number values built from cross-classifying subparts, with dual and plural
sharing a subpart in common — the way s’mores and New York-style cheesecake both
contain graham crackers as an ingredient? Or are number values linearly dependent on
one another, with one requiring the presence of the other as a proper subpart — the way
a lemon meringue pie encompasses a lemon tart? This choice of feature organization
dictates what the grammar is able to make direct reference to, as natural classes that can
pattern together morphologically. Both organizational schemes pick out dual and plural
as one natural class, but each derives a different additional natural class. This paper
reports on an artificial language learning experiment that tests these predictions.
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1.1 Cross-classifying features
Cross-classifying feature theories of number take dual and plural to share a common sub-
part. That particular shared feature classifies dual and plural into the category of nonsin-
gulars; other cross-cutting features classify singular, dual, and plural into other natural
class categories. For example, singletons and pairs are both smallest possible versions of
something: they are minimal, in that neither has any proper subsets with the same prop-
erties. Singular therefore shares something with dual, just as dual shares something with
plural, as illustrated in Table 1. Under this cross-classificatory organization, the shared
features responsible for those natural classes are representationally on a par, equally and
separately accessible for the grammar to reference in spellout. Either singular and dual
(AAB) or dual and plural (ABB) may be neutralized to a syncretic form (realized with
the same affix). However, singular and plural have no cross-cutting feature in common;
this means singular-plural (ABA) syncretisms are excluded in cross-classifying feature
systems.

Table 1: Schematic cross-classifying number feature system.

singular nonsingular

minimal sg du

pl

This general organizational scheme for number features has been implemented in a wide
variety of ways, as Table 2 demonstrates. Major proposals differ on feature valence, as
well as on the nature of the relationship between features and syntactic terminal nodes.

Table 2: Some specific cross-classifying number feature proposals.
Privative features in geometries Binary features in bundles

(Harley & Ritter 2002) (Harbour 2014)
Group

Minimal

sg du
INDV

Min

INDV

GroupMin

pl
INDV

Group

[+atomic] [−atomic]

[+minimal] sg du
[+a, +m] [−a, +m]

[−minimal] pl
[−a, −m]

Proposals may differ on feature valence: the shared pieces are sometimes monova-
lent features, mapping directly to the informal descriptions given above and in Table 1.
For example, Harley & Ritter (2002) encode the nonsingularity of dual and plural as a
privative Group feature, and the minimality of singular and dual as a privative Minimal
feature. In other schematically identical theories, the shared pieces are valued binary fea-
tures in the Jakobsonian tradition instead (Jakobson 1958; Hale 1973; Silverstein 1986).
For example, Noyer (1992) and Harbour (2014) contrast the nonsingularity of dual and
plural with the atomic singular using negative and positive values of [±atomic], and
juxtapose singular and dual’s minimality with the plural’s containment of plural proper
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subsets using [±minimal]. Proposals may also differ on the morphosyntactic architecture
these varying primitives are embedded in. Harley & Ritter’s (2002) Group and Minimal
features are dependent nodes in a feature geometry that encodes pronominal number,
whereas values of Harbour’s (2007; 2008; 2011b; 2011a; 2013; 2014; 2016; 20201)
binary features can form an unstructured bundle, occupying a single syntactic terminal.
None of these differences are crucial for the derivation of natural classes, or, therefore,
for this paper. What is crucial is that all these theories make the intermediate status of
the dual manifest through cross-classification; in deriving the dual by combining aspects
of the singular and the plural that are on a par, these theories ensure that singular-dual
(AAB) and dual-plural (ABB) are natural classes. For concreteness, in this paper I adopt
the representations laid out in Harbour’s body of work to exemplify cross-classifying
approaches to singular, dual, and plural number (2007; 2008; 2011a; 2013; 2014;
2016; 2020). Further details of this representative theory are given in Section 1.4.1.

1.2 Features in a linear hierarchy
In contrast, theories that construct linear hierarchies of number features take dual to de-
pend on, or contain, plural. Plural, in turn, depends on singular. These theorized featu-
ral dependencies are largely based on morphological markedness diagnostics (Greenberg
1966; Croft 1990; Noyer 1992; Nevins 2011; cf. Harbour 2011a; also see discussions
of semantic markedness in Sauerland 2008; Bale et al. 2011; Bobaljik et al. 2011; i.a.).
Typologically, as is well known from Greenberg’s (1963) inventory-based implicational
universal, the dual category only appears in languages that also have plural marking (74,
Universal 34). Formally, the overt coding of dual marking is often more complex than
that of the plural (Nevins 2011: 418; Smith et al. 2019; also see (7)), and the plural
is always overtly marked in some way, as compared to the often zero-marked singular
(Corbett 2000). The more complex dual requires plural as its foundation, just as plu-
ral requires the least marked singular as its foundation, as illustrated schematically in
Figure 1. Under this linear dependency organization, any reference to a more complex
number value definitionally also catches the next value down. Either the immediately
contiguous dual and plural (ABB) or the immediately contiguous plural and singular
(ABA) values may participate in a syncretism. However, singular and dual are noncon-
tiguous; this means singular-dual (AAB) syncretisms are excluded in linear dependency
feature systems.

□

4

◊

sg
pl
du

Figure 1: Schematic linear hierarchy number feature system.
1 Harbour (2020) reaffirms that [±atomic] and [±minimal] syntactically cooccur on the same head in any
language with a full three-way singular, dual, and plural distinction in nominal morphemes. Only for the
specific phenomenon of Frankenduals — where a language that only has a two-way morphological dis-
tinction between singular and plural, nevertheless constructs a composed dual by combining plural (i.e.
[−atomic]) nominal marking and singular (i.e. [+minimal]) verbal (or other more peripheral) marking —
does Harbour (2020) merge [±atomic] and [±minimal] features in separate syntactic locations. The exis-
tence of this exceptional pattern serves as a reminder that it is not the syntax of these features in any given
language or account that is crucial for this paper. Rather, it is their cross-classificatory organization of the
number values: that they fundamentally entail that “dual must lie at the featural intersection of two natural
classes, one with singular, the other with plural” (Harbour 2020: 84).



4

As with cross-classification, there are diverse implementations of a linearly hierarchical
organizational scheme for number features, as Table 3 shows. These proposals also differ
on feature valence and the syntactic arrangement of feature representations.

Table 3: Some specific linearly hierarchical number feature proposals.
Privative features in geometries Privative features in containment

(Harley 1994) (Smith et al. 2019)

NUMBER

pl

dual

sg
pl
du

[minimal]

[nonatomic]

Root
sg

pl
du

For example, Harley (1994) proposes privative representations structured in a geome-
try, but with a different set of dependency relationships than in Harley & Ritter (2002).
Unlike that later proposal, the monovalent component pieces identifying singular and
plural are not equal dependents of a separate node, and dual is not formed from their
combination; pl is instead asymmetrically dependent on the default singular number, and
dual is in turn asymmetrically dependent on pl. The linear hierarchy of Figure 1 can be
encoded across separate syntactic heads rather than in a geometrically structured bundle,
too. For example, Smith et al. (2019) separate each number feature onto its own distinct
terminal node. Smith et al. (2019) additionally suggest that the binarity of Harbour’s
features may be limited to syntactico-semantic interpretation; if only the marked value of
each feature is morphosyntactically visible, then attaching the marked [nonatomic] fea-
ture to singular will create a larger, more marked plural; attaching the marked [minimal]
feature to that tree in turn will create a larger, more marked dual. Dual, then plural, then
singular, structurally contain one another in an ordered hierarchy of syntactic trees.
Again, none of these architectural differences matter for which natural classes are de-
rived. What is crucial is that all these theories encode the asymmetric markedness of
dual, then plural, then singular as linear dependency. In embedding less marked num-
bers directly within more marked numbers, these theories ensure that the contiguous
dual-plural (ABB) and singular-plural (ABA) are natural classes. For concreteness, in this
paper I adopt the morphosyntactic representations put forth in Smith et al. (2019: Sec-
tion 4.3.3) for singular, dual, and plural number. Further details of this example theory
are given in Section 1.4.2.

1.3 Number syncretism in artificial languages
This paper presents an artificial language learning experiment that harnesses this connec-
tion between feature organization and representable syncretisms to probe participants’
mental representations of number features. Cross-classifying features cannot directly
represent singular-plural (ABA) syncretism, whereas linearly organized features cannot
directly represent singular-dual (AAB) syncretism. In order to probe which of these pos-
sible mental representations of number are actually in use in learning, 149 adults were
trained on one of three fragment grammars, to investigate their relative learnability. All
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three grammars had a three-way number distinction between singular, dual, and plural
on nouns, but each displayed a different syncretism in verbal number agreement (dual-
plural ABB, singular-dual AAB, or singular-plural ABA). Participants’ relative success in
learning each syncretism was measured by their performance on a referent selection task
based only on the verbal number agreement marker. Relative accuracy across the three
grammars reveals which pairs participants treat as natural classes and which they con-
sider featurally random and therefore harder to learn. In this way, the experiment weighs
opposing notions of morphological feature organization.
I now present one such miniature language. These are artificial languages spoken by
alien characters (described in more detail in Section 2.2.1), but real languages with this
kind of syncretism do exist (discussed in Section 4.3).
Each artificial language had the same three-way distinction between singular, dual, and
plural number on nouns referring to fruits or vegetables, as in example (1). Using lexical
nouns rather than pronouns avoids complicating interactions with person features, which
can change the meanings of certain number features (Noyer 1992; Harbour 2016) and
are themselves in need of study in artificial language contexts (Maldonado & Culbertson
2020). Restricting noun meanings to a single semantic area focuses learner attention on
the morphosyntactic category of interest: number.

Three-way number contrast on lexical nouns(1) .
a. deet-cha
banana-SG
‘(a) banana’

b. deet-po
banana-DU
‘(2) bananas’

c. deet-fi
banana-PL
‘(>2) bananas’

The three values in this system allow for three groupings, one of which is dual and plural
(to the exclusion of singular), or ABB. Example (2) demonstrates the grammar making use
of that grouping in a conditioned syncretism. The invented verb’s suffix agrees in number
with its object. However, this verbal context neutralizes the elsewhere well-established
distinction between dual and plural. The neutralized form /-ku/ appears in both contexts
in (2b)-(2c). This is ABB dual-plural syncretism, which the following subsection will walk
through two competing analyses of.
(2) ABB number syncretism on imperative verbs

a. Bice-te
beam.up-SG.O

deet-cha!
banana-SG

‘Beam up the banana!’
b. Bice-ku
beam.up-DU.PL.O

deet-po!
banana-DU

‘Beam up the (two) bananas!’
c. Bice-ku
beam.up-DU.PL.O

deet-fi!
banana-PL

‘Beam up the (more than two) bananas!’
It is critical that this neutralization in one domain comes with the full differentiation of
all three numbers in another. This establishes that the features necessary for the three-
way distinction in (1) are still in play for the verbal agreement in (2). They cannot just
conflate the meaning of dual with the meaning of plural everywhere, potentially using a
simplified set of feature structures. Such a conflation is found in English: the potential
impact of participants’ experience with the dual-plural conflation in English on their
performance with the ABB conditioned syncretism is discussed in Section 4.4.1.
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1.4 Example implementations of cross-classification and linear dependency
The remainder of this section provides concrete implementations of the opposing ap-
proaches to feature organization being compared. As Sections 1.1 and 1.2 have already
emphasized, no single aspect of the morphosyntactic architecture — whether that is mor-
phosyntactic feature valence, the syntactic organization of features into terminals, or the
mechanisms for spellout — is solely responsible for the overall cross-classificatory or
linearly dependent character of a given proposal for singular, dual, and plural number.
Nevertheless, certain combinations of architectural choices are particularly compatible
with one or the other kind of relationship among morphological values, and sometimes
have been expressly designed to be that way. The detailed discussion of a specific, fully
worked-out proposal within each camp therefore serves to illustrate the role that substan-
tive questions about natural classes and feature organization have had in the development
of different theoretical frameworks (Embick 2016).

1.4.1 Harbour (2014; 2016) andDistributedMorphology: anexampleof cross-classification

DistributedMorphology (DM) is a realizational framework that allows for cross-classificatory
features to derive morphological natural classes (Halle & Marantz 1993). As a Late Inser-
tion, Separationist theory, DM provides phonological form, like the three distinct number
exponents in (1), to abstract morphemes in a syntactic structure. Whatever the featural
content of an abstract morphological terminal node, any exponent linked to a subset of
those features may compete for insertion, with the most specific competitor winning.
No defining aspect of the canonical DM architecture makes stringent demands on how
those abstract morphemes are constructed, or which kinds of features they are con-
structed of. Multiple features can occupy a single syntactic terminal as a bundle, or a
lone feature can. Some features may be valued binary features (either positive or nega-
tive) and some may be privative. As a result, Noyer (1992) and Harbour’s (2014; 2016)
proposal of two binary number features2 in a bundle can be comfortably couched within
DM. As the rightmost cell of Table 2 illustrates, [±atomic] definitionally separates out
(singular) atoms, and [±minimal] picks out sets that have no proper subsets with the same
properties. These two available binary features generate 22, or four feature bundles that
may be terminals. Only three of these four combinations are semantically viable, gen-
erating singular, dual, and plural.3 Each of these combinations of the available binary
features receives a separate exponent in the nominal number suffixes in (1), demonstrat-
ing that insertion rules for Vocabulary Items may reference all of the features found in a
terminal’s feature complex, as in (3)a-c. For example, the Vocabulary Item in (3b) would
exactly match the terminal bearing both [−atomic] and [+minimal] features in (4b), and
thereby expone the nominal dual number marking seen in (1b) and (2b), /-po/.

2 Noyer’s (1992) initial decomposition of singular, dual, and plural into [±singular] and [±augmented] di-
rectly inspired Harbour’s account: in earlier work, Harbour (2007; 2008; 2011a) uses Noyer’s (1992)
terminology. Harbour (2013; 2014; 2016) rechristens [±singular] as [±atomic], and names the inverse of
[±augmented] to be [±minimal]. In all critical respects for this paper, these accounts are equivalent:
they pick out the same natural classes, and both use underspecification to spell out these natural classes as
syncretic.

3 The semantics of the three viable feature bundles are as follows: singular atoms are definitionally picked
out by [+atomic], and trivially satisfy [+minimal] because they have no proper subsets of any kind. They
cannot combine with [−minimal]. The [−atomic] non-singulars are split into the [+minimal] dyads, which
have no plural proper subsets, and the [−minimal] pluralities, which do.
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(3) Cross-classifying features (Harbour): Vocabulary Items for ABB grammar
Nominal number suffixes:
a. singular:
.[+atomic, +minimal]↔ /-cha/

b. dual:
.[–atomic, +minimal]↔ /-po/

c. plural:
.[–atomic, –minimal]↔ /-fi/

Verbal number agreement suffixes:
d. singular:

.[+atomic, +minimal] /v↔ /-te/
e. dual/plural:

.[–atomic], +minimal /v↔ /-ku/

(4) Cross-classifying features (Harbour): ABB derivations
a. singular noun

[+atomic,
+minimal]n

pBANANA↔ /deet/

↔ /-cha/

b. dual noun

[−atomic,
+minimal]n

pBANANA↔ /deet/

↔ /-po/

c. plural noun

[−atomic,
−minimal]n

pBANANA↔ /deet/

↔ /-fi/

d. singular verb object agreement

[+atomic,
+minimal]

v
...

↔ /-te/

e. dual verb object agreement

[−atomic,
+minimal]

v
...

↔ /-ku/

f. plural verb object agreement

[−atomic,
−minimal]

v
...

↔ /-ku/

Distributed Morphology’s spellout mechanisms translate Harbour’s proposal about the
compositional semantics and bundled syntax of number features into the morphological
natural class predictions that this paper is concerned with. Though VI insertion rules may
reference all of the features in a bundle, they do not have to; Distributed Morphology’s
Subset Principle allows Vocabulary Items to be featurally underspecified with respect to
syntactic terminals. If multiple VIs are able to match a subset of the features in a syntactic
terminal, the competition is resolved through specificity: the VI with the greatest number
of matching features will be inserted. In this way, featural underspecification of Vocab-
ulary Items can capture the verbal number agreement syncretism in (2). In that verbal
context, a single underspecified Vocabulary Item referencing only [−atomic] (3)e can be
inserted for both dual (4e) and plural (4f). No more specific Vocabulary Item exists to
compete for insertion in that verbal context. The singular feature complex is matched by
a separate [+atomic] Vocabulary Item; whether or not it contains [+minimal], (3)d is the
only VI that matches any features of (4d). Subset-based spellout and underspecification
of individual Vocabulary Items lets the grammar pick out the dual-plural natural class to
be realized as a shared-feature syncretism (Kramer 2016: 97).
Similarly, this system of Noyer-Harbour features within DM can also realize a singular-
dual (AAB) shared-feature syncretism. A Vocabulary Item referencing only the [+minimal]
feature in the verbal context (5)d would pick out both the singular (4d) and dual (4e)
numbers. Note that the syntactic representations in (4)d-f remain constant between both
the ABB and AAB grammars; both the [±atomic] and [±minimal] features must apply to
derive the correct semantics for the three numbers, even if only one is referenced in a
particular spellout context.
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(5) Cross-classifying features (Harbour): Vocabulary Items for AAB grammar
Nominal number suffixes:
a. singular:
.[+atomic, +minimal]↔ /-cha/

b. dual:
.[–atomic, +minimal]↔ /-po/

c. plural:
.[–atomic, –minimal]↔ /-fi/

Verbal number agreement suffixes:
d. singular/dual:

.[+minimal] −atomic /v↔ /-te/

e. plural:
.[−atomic, −minimal] /v↔ /-ku/

Conversely, DM cannot represent singular-plural (*ABA) neutralization as a shared-feature
syncretism using any value of Harbour’s features. No underspecified Vocabulary Item can
target singular and plural with the same exponent; no value of either feature is shared
between the two feature complexes (though see Section 4.2.2 for further discussion on
underspecification).
In sum, placing Harbour’s cross-classifying features within DM derives ABB and AAB
patterns of shared-feature syncretism, but not *ABA via underspecification as just described.

1.4.2 Smith et al. (2019) and Nanosyntax: an example of a linear hierarchy

Given Distributed Morphology’s theoretical permissiveness on syntactic terminal cre-
ation, its subset-based spellout principles could straightforwardly apply to a linear-dependency-
based representation of number (e.g. Harley 1994, discussed in Section 1.2) and accord-
ingly derive ABB and ABA syncretisms instead. That is, whether singular-plural (ABA)
turns out to be less learnable than other syncretisms, as cross-classification predicts, or
singular-dual (AAB) does, as linear dependency predicts, the key architectural tenets of
DM are not at stake. This flexibility has made DM a big-tent framework compatible with
various kinds of featural representations, which could be different across morphological
categories like number, gender, person, and case.
In contrast, one emerging view of the architecture axiomatically prescribes linear de-
pendency relationships among morphological values across all categories: Nanosyntax
(Starke 2010). In Nanosyntax, each feature is its own syntactic terminal; morpholog-
ical values built from those features correspond to subtrees in structural containment
relations. Such syntactic subtrees, not just terminal nodes, can be matched by any lex-
ical superset tree that contains it, with the most specific match winning. The nature
of syntactic terminals in Nanosyntax thus directly encodes linear hierarchy “as a core
hypothesis about the architecture of grammar,” and its superset-driven spellout princi-
ples derive adjacency-based morphological natural classes (Caha 2019: 3). Unlike DM,
then, Nanosyntax takes a particular feature organizational scheme as essential to its ar-
chitecture. Linearly hierarchical number features are only compatible with ABB and ABA
number syncretisms; if singular-dual (AAB) syncretism turns out to as learnable as those
others, the Nanosyntactic framework itself can be called into question.
In the hopes that it will be an instructive test of the framework, then, this paper casts
Smith et al.’s (2019) analysis of singular-dual-plural number systems within Nanosyntax.
Although Smith et al. themselves allude to using DM as a framework (2019: 1034), they
ultimately propose representations that require adding parametric assumptions to DM,
but already conform directly to core requirements of Nanosyntax (2019: 1074–5). Using
Nanosyntactic principles to spell out those representations just converts linear adjacency
into syncretism of a natural class more directly.
In Nanosyntax, features have no values: they are either present or absent, as their own
syntactic terminals. Although Smith et al. directly adopt Harbour’s semantic definitions
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of [±atomic] and [±minimal] to capture the meanings of the three numbers, they con-
vert them into very different kinds of morphosyntactic objects, which conform to that
Nanosyntactic dictate.
First, rather than having both positive and negative values of each feature available in
the morphology to determine spellout, only one value of each feature is actually repre-
sented, as in (6) (Smith et al. 2019: 1074–5: (37)).4 The feature value that is represented
is the one that derives the more marked number. This representation transparently cap-
tures patterns where the dual contains the plural, as in Manam (see (7)). As dual is
cross-linguistically rarer than the singular-plural split, it follows that both of the feature
values that compose the dual — [−atomic] and [+minimal] — must be marked, and
therefore are represented in the morphosyntax. The two exponents /-di/ and /-ru/ in
the Manam dual demonstrative (7c) transparently realize those heads. Conversely, the
unmarked [+atomic] and [−minimal] are absent from the representation and therefore
unavailable for exponence. The plural number only contains [−atomic] (and not the
unmarked [−minimal]), and so surfaces only with /-di/ in (7b), and the least marked
singular number has no featural content (or number exponence) at all in (7a).
(6) sg: [+atomic] pl: [–atomic] [–minimal] du: [–atomic] [+minimal]
(7) Manam demonstratives show “plural” contained by “dual”

a. áine
woman

ŋára
that

‘that woman’

b. áine
woman

ŋára-di
that-[−a]

‘those women’

c. áine
woman

ŋára-dí-a-ru
that-[−a]-L-[+m]

‘those (two) women’
Second, Smith et al. (2019) separate the marked [−atomic] and [+minimal] features
out of Harbour’s bundles onto distinct terminal nodes. Those terminals are ordered in
a universal functional sequence (f-seq). This, along with the absence of the nonmarked
value of each feature, means that less marked number values are literally contained inside
other morphosyntactically larger, more marked number values. Smith et al. (2019) ar-
gue that that is the relationship between singular, plural, and dual — in that order.5
Both morpheme order in languages like Manam, and the semantic requirement that
[±atomic] must apply before [±minimal] (Harbour 2016: 206) lead them to propose
that [+minimal] should project above/after [−atomic].
Note that Smith et al. (2019) themselves do not commit to the Nanosyntactic claim
that the containment structures in (6) are universal for singular-dual-plural languages.
They allow for the possibility of parametric variation in the morphological markedness
of [±minimal], resulting in some languages where plural contains dual (instead of the
other way around) (2019: 1072–4). Languages that flip the containment order in this
way would also flip predictions about possible syncretisms. Since admitting parametric
variation in this way would erase any strong cross-linguistic predictions about possible
syncretisms, the remainder of this paper only considers the baseline linear feature con-
tainment order of du > pl > sg discussed by Smith et al. (2019), given in (6).
Given these choices, the number values of singular, dual, and plural are represented
by morphosyntactic subtrees containing privative features on separate heads, as in (8).6

4 Note that representations using the Smith et al. (2019)-style features in examples (6)-(13) retain a plus on
[+minimal] and a minus on [−atomic]. This reflects the semantic interpretation of these features, as well as
Smith et al.’s own notation and diagrams (Smith et al. 2019: 1074–5: (37)). However, N.B. that the opposite
value of each feature is not actually available to be syntactically represented; as far as spellout is concerned,
the features are functionally privative.

5 I translate Smith et al.’s (2019) singular-plural-dual (ACB) order of containment to the singular-dual-plural
(ABC) order already introduced, whenever discussing syncretisms.
6 The roots in the syntactic derivations given in (8), (10), and (12) have been moved from their base-generated,
innermost positions to specifier positions at the top of the tree. These Nanosyntax-style spellout-driven
movements leave no traces, and happen in order to “generate new constituents that are candidates for
lexicalization” (Baunaz et al. 2018: 37, Starke 2018). In these cases, the movement of the root leaves
behind the number sequence, which is then allowed to be spelled out as a suffix.
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Although I use [+] and [−] symbols in the notation for the [−atomic] and [+minimal]
heads, following Smith et al.’s own notation and diagrams (2019: 1074–5: (37)) and
reflecting how they are semantically interpreted, only [−atomic] and [+minimal] are
represented in the morphosyntax and are visible for spellout. This makes them mor-
phosyntactically privative. Each of these subtrees receives a separate pronunciation as
the nominal number suffixes in (1)-(2), demonstrating that exponents must be able to be
inserted at non-terminal syntactic nodes. Morphophonological pronunciations are stored
with subtrees of their own, as in (9), and Spellout is the process of matching the syntactic
tree to those lexical entry subtrees, working cyclically outwards from the Root. A given
lexical subtree may match all the nodes of the morphosyntactic tree up to that point, in
which case it will be inserted, as the three lexical entry trees in (9) are.7

(8) Linearly dependent features
(Smith et al. 2019):
nominal derivations

a. ......................Num....

pBANANA
⇒ /deet/

⇒ /-cha/
singular

b. ...................Num....

[−atomic]

pBANANA
⇒ /deet/

⇒ /-fi/
plural

c. .................................Num....

[−atomic]

[+minimal]

pBANANA
⇒ /deet/

⇒ /-po/
dual

(9) Linearly dependent features
(Smith et al. 2019):
lexical entries for noun affixes

〈 /-cha/ ⇐⇒ Num 〉

〈 〉...................Num....
[−a]/-fi/ ⇐⇒

〈 〉
...........Num....

[−a]
[+m]/-po/ ⇐⇒

7 Note the contrast between the structures in (8)-(9) and the structures in the rightmost cell of Table 3. In (8a)
and (9), the nominal singular is represented by a Num featural head, whereas it is represented by a ‘Root’
head in Table 3. Across all representations, the plural and dual are then built atop that singular structure.

If singular were equivalent to the Root, then the Superset Principle would require the plural and dual
structures which contain it to have pronunciations that either (a) also include the singular form overtly
within them (this is equivalent to there being a single stem in all numbers, with a zero singular exponent),
or (b) overwrite the singular form with a different suppletive root(s) altogether (like English ‘I’ and ‘we’).
Crucially, if there is no additional non-Root head within the singular, then there is no way to derive a single
stem (like /deet/ for the nominal root pBANANA) lexicalized separately from three separate number affixes.
This situation is evidently not an issue in Smith et al. (2019), as they are precisely trying to characterize the
triggers of (pronoun) root suppletion: for them, the “Root” in the rightmost cell of Table 3 refers to “the
person formative” and is “intended loosely [to refer to] the most deeply embedded morpheme in the pronoun
and the one that undergoes suppletion” (2019: fn9). But for non-suppletive lexical nouns or agreement series
with overt affixes in all three numbers, as in the artificial languages used in this experiment, this structure
is insufficient. Accordingly, I adopt the Num head as the representation of singular, forming the innermost
base of all the number values, following representations given in Starke (2020).
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Though lexical subtrees may match morphosyntactic subtrees exactly, they do not have
to; Nanosyntax’s Superset Principle allows lexical entry subtrees to contain more material
than the syntactic structures that they spell out. As long as the morphosyntactic tree
is contained within the lexical entry subtree, matching occurs and insertion is possible
(Starke 2010; Baunaz et al. 2018; Caha 2019). If there are multiple lexical entries
that contain a syntactic structure, the competition is resolved through specificity and the
elsewhere principle (also called Minimize Junk): “if several lexical items match the root
node, the candidate with least unused nodes wins” (Starke 2010: 4). This system can
capture the ABB verbal number agreement syncretism in (2). By the Superset Principle,
a lexical subtree that contains the syntactic representations of the structurally largest
number value — the dual — can be inserted for all the number values it contains. Such
a lexical subtree is given in (11) with the morphophonological form /-ku/. If it were
the only lexical entry available, it could be inserted for any of the syntactic trees in
(10), as it lexicalizes the unbroken line of heads forming singular, plural, and dual (and
the verbalizing head8). However, there is also a lexical subtree with the phonological
material /-te/ that matches the singular syntactic structure in (10a) exactly; it wins the
competition for singular. This derives a dual-plural ABB syncretism.
(10) Linearly dependent features:

ABB verbal derivations

a. ......................v

Num....

pBEAM.UP
⇒ /bice/

⇒ /-te/
singular

b. ...................v

Num....

[−atomic]

pBEAM.UP
⇒ /bice/

⇒ /-ku/
plural

c. .................................v

Num....

[−atomic]

[+minimal]

pBEAM.UP
⇒ /bice/

⇒ /-ku/
dual

(11) Linearly dependent features:
lexical entries for ABB verbal af-
fixes

〈 〉...................v....
Num/-te/ ⇐⇒

〈 〉
...........v

Num....
[−a]

[+m]/-ku/ ⇐⇒

8 This is a stand-in for whatever lower head actually defines verbal agreement, and thereby differentiates
number exponence in a verbal agreement complex from number exponence in its base-generated position
on nouns (pc, Hagen Blix).
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Nanosyntax can map Smith et al.’s (2019) containment hierarchy to ABA syncretism in a
similar way: the lexical subtree containing the structure up to [−atomic] and pronounced
/-te/ in (13) can lexicalize both singular and plural, winning over the superset /-ku/
subtree because it contains fewer unused nodes in both cases. For dual, the /-ku/ subtree
matches exactly and is inserted.
(12) Linearly dependent features:

ABA verbal derivations

a. ......................v

Num....

pBEAM.UP
⇒ /bice/

⇒ /-te/
singular

b. ...................v

Num....

[−atomic]

pBEAM.UP
⇒ /bice/

⇒ /-te/
plural

c. .................................v

Num....

[−atomic]

[+minimal]

pBEAM.UP
⇒ /bice/

⇒ /-ku/
dual

(13) Linearly dependent features:
lexical entries for ABA verbal af-
fixes

〈 〉
...................v....

Num
[−a]/-te/ ⇐⇒

〈 〉
...........v

Num....
[−a]

[+m]/-ku/ ⇐⇒

On the other hand, Nanosyntax has no way to derive *AAB using Smith et al.’s (2019)
containment hierarchy. To do so, you would need a subtree to match only plural (B) and
one to match both singular and dual (A). However, a subtree only containing [−atomic]
would not be able to match the plural syntactic subtree, and the maximal subtree (like
/-ku/ in (11) and (13)) meant to target singular and dual would also end up spelling
out plural. Only contiguously adjacent number values can be spelled out together for
suppletion or syncretism, and “nonadjacent syncretisms”— in this case, singular and dual
— “are excluded in principle...by the *ABA theorem” (Baunaz et al. 2018: x). Note that
the *ABA theorem discussed in Smith et al. (2019) and Baunaz et al. (2018) corresponds
to the singular-dual AAB syncretism in this paper; this is because Smith et al. refer to
patterns of suppletion in the order singular-plural-dual (ACB) to match the structural
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containment they propose in (6). I have converted these patterns into the singular-dual-
plural (ABC) order used throughout this paper.
In sum, placing Smith et al.’s (2019) containment structures for singular, plural, and
dual within Nanosyntax predicts ABB and ABA patterns of syncretism, but not *AAB.

1.5 Theoretical predictions for syncretism patterns
The theories of number features just surveyed agree that the dual and plural values form a
morphosyntactically relevant natural class. The ABB syncretism introduced in the artifi-
cial language in Section 1.3 is predicted to be learnable. However, the theories make op-
posing predictions for the natural class membership of the singular, with cross-classifying
features predicting a disadvantage for learners exposed to the singular-plural (ABA) syn-
cretism grammar, whereas linearly hierarchical features predicts one for learners of the
singular-dual (AAB) syncretism. These predictions are summarized in Table 4.

Table 4: Natural class predictions by theory.

ABB AAB ABA
du-pl sg-du sg-pl

Cross-classifying [±a, ±m] ✓ ✓ 7

Linearly hierarchical [[[]−a]+m] ✓ 7 ✓

2 Experiment
2.1 Design
To test whether the natural classes predicted by a given number feature theory are in-
nately active in learning, this experiment asks participants to learn a syncretic pattern
that groups two number values. In this between-subjects ease-of-learning experiment
(Culbertson et al. 2017, Maldonado & Culbertson 2020: 8), participants were randomly
assigned to one of three grammar conditions: ABB, AAB, or ABA, illustrated in (14). As
discussed above in Section 1.3, all grammar conditions have lexical nouns that bear sin-
gular, dual, and plural affixes, to impart the three-way number distinction that ensures
all relevant representations are morphosyntactically active. Each grammar condition
contextually neutralizes that three-way distinction on verbs’ object agreement suffixes,
differing on which two forms are syncretic: dual-plural (ABB), singular-dual (AAB), or
singular-plural (ABA). Participants were trained on one of these number systems, then
tested on their comprehension of the nominal and verbal number affixes through forced
choice referent selection tasks. Relative participant accuracy across the grammar con-
ditions provides a measure of the learnability of each syncretism, and the activity of
feature-based natural classes in learning artificial number systems.
(14) Experimental conditions (grammar)

a. ABB b. AAB c. ABA
nouns verbs
sg A
du B
pl B

nouns verbs
sg A
du A
pl B

nouns verbs
sg A
du B
pl A
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2.2 Materials
The experimental materials included audio from three versions of a miniature artificial
language. Their referents were represented by visual animations and scenes, relating to
two aliens with a spaceship interacting with different quantities of fruit.

2.2.1 Language

As already demonstrated in Section 1.3, the artificial language is a suffixing language
that marks a three-way distinction in the nominal domain and partially neutralizes it in
verbal agreement. All three versions of the language contain 6 nominal stems referring
to different kinds of fruit, given in Table 5, and 2 verbal stems referring to the actions
‘beam up’ or ‘throw away’ (performed by the aliens’ spaceship), given in Table 6. The
forms for these lexical items are 8 CVC forms from Vitevitch & Luce’s list of English-
like monosyllabic nonwords with high phonotactic probability and high neighborhood
density (1998; 1999: Appendix A, following Pylkkänen et al. 2002).

Table 5: Nominal stems.

pem [pem] carrot
seeg [sig] pear
dite [daɪt] lemon
lun [lʌn] cherry
deet [dit] banana
feek [fik] apple

Table 6: Verbal stems.

pim [pɪm] beam up
bice [baɪs] throw away

Table 7: Nominal number suffixes.

-cha [ʧa] singular
-po [poʊ] dual
-fi [fi] plural

Table 8: Verbal number agreement suffixes.

ABB AAB ABA
sg A: -te [teɪ] A: -te A: -te
du B: -ku [ku] B: -ku
pl B: -ku A: -te

Nouns bear one of three suffixes to mark singular, dual, and plural, as in Table 7, and
verbs track the number of their object via one of two suffixes (represented as A and B in
Table 8). The meaning of those verbal suffixes depends on the grammar. The forms of
these number suffixes are 5 CV syllables constructed from 5 different common English
onsets and 5 different common English vowels to ensure clear distinctions (see Culbertson
et al. 2019: fn8). Care was taken in the assignment of these CV forms to the 5 number
suffix meanings (given the range of coda consonants found in nominal vs. verbal stems)
to avoid geminate clusters.
Utterances in the language were all presented aurally in the training and test phases
of the experiment, but Tables 5 through 8 also include the orthographic transcriptions
used in scripts for the voice actors (and in nonce-word discrimination items used as at-
tention checks in the experiment, described in Section 2.3 below). The auditory stimuli
were recorded by three American English speakers, who were instructed to speak using
American English pronunciation and phonotactics, including initial stress. All record-
ings were made in a soundproof booth using a Zoom H4n Handy Recorder and digitized,
edited to a similar length as other items, and converted into mono in Praat acoustical
analysis software (Boersma & Weenink 2021). Additionally, two test audio stimuli were
constructed by splicing the disambiguating, number-marked nominal out of imperative
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sentences and replacing them with a 1.0-second-long pulse train waveform synthesized
in Praat. This left a verb bearing a potentially syncretic number agreement marker fol-
lowed by obscuring noise in the usual position of its nominal object. The resulting clips
were saved in .mp3 for compatibility with a wide range of web browsers.

2.2.2 Visuals

Referents for the singular, dual, and plural numbers were color drawings of eight different
kinds of produce (apples, bananas, carrots, cherries, lemons, watermelons, oranges, and
pears) created in Adobe Draw, shown in (15). Each lone fruit represented a singular
form. A second copy of the fruit drawing layered into the same image represented a dual
form. To represent plural forms, a random number between 6 and 9 was generated for
each type of fruit. This higher numerical range allows us to avoid consistently matching
any attested exact number values grammaticalized in the world’s languages (i.e. the trial
(Corbett 2000: 21–22)), or specific cardinalities that participants might unduly focus
on. Moreover, the range is well above the adult subitizing range, outside of which “fast,
effortless, and accurate...enumeration of a visual set of items...becomes slower, effortful,
and error-prone” and which Nevins & Marty have suggested could form the cognitive
basis for the paucal number value (Under revision: 19).

(15) Visual stimuli: fruit (16) Laru (speaker) & Nika (addressee)

Animations showing two alien characters and their accoutrements (shown in (16)) in-
teracting with these quantities of fruit expressed the verbal meanings of the language.
The blue alien, named Laru, presented all the artificial language utterances in the train-
ing phases, and provided an anthropomorphic focal point throughout the experiment.
Their movements were also animated to provide feedback as participants learned the
language through practice referent selection items. Laru was equipped with a computer
tablet, which both provided artificial language stimuli in the test phase and added the
obscuring buzzing noise that isolated the syncretic verb forms. The green alien, named
Nika, served as Laru’s addressee and piloted the spaceship to accomplish all the actions
Laru asked of them. Additional images illustrating aspects of the frame story, such as
Laru falling asleep and a blender for a fruit smoothie, were also created.

2.3 Procedure
Testing took place online on participants’ keyboard- and speaker-equipped personal com-
puters. Amazon Mechanical Turk presented a written consent statement, general instruc-
tions, and a link to the Pavlovia website, which administered the PsychoJS experiment
(Peirce et al. 2019) as follows.
Participants were introduced to two friendly visiting aliens who love trying local fruits,
via text and static images of each character. The green alien named Nika pilots a space-
ship with the ability to beam things up or toss them away. The blue alien named Laru
stands in the foreground of the screen; participants are instructed to try to learn the
aliens’ language from them.
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Two basic sound checks preceded the four main phases of the experiment. To ensure
they were listening to the audio and attending to the training and task, participants
first heard a sound clip of an English sentence naming a number key to press on their
keyboard (following D’Onofrio 2014). They then were presented with a sound clip of a
single English word and asked to pick the word from four options displayed on the screen
using their arrow keys. The four options were monosyllabic English words with the vowel
nuclei found in the artificial language’s morpheme inventory (i.e. [oʊ], [aɪ], [u], [i]).
The four words were selected to be roughly as frequent as one another (between the
500th and 750th most frequent nouns in the Corpus of Contemporary American English
(COCA, Davies 2009)). Each participant had to type the correct key andmake the correct
choice across the two sound check items for their data to be included in analysis.
The main experiment was divided into four phases: training and testing on nominal
number, and training and testing on imperative verbs’ number agreement markers.

2.3.1 Nominal number
Each training phase was divided into an exposure sub-block and a pick-the-right-one sub-
block. Figure 2 represents the nominal training phase. Participants first heard nouns with
the three number suffixes, with pictures of one, two, or many of the fruit accompanying
the audio (with 12 repetitions). They were asked to repeat what they heard each time,
with the option to advance to the next screen via the space key only becoming available
1.0 seconds after the audio clip finished playing. This exposure portion was followed by
practice at the referent selection task: participants were asked to choose between two
quantities of fruit based on audio, and given feedback on their choice (4 trials). The
correct/audio number was randomly chosen from the three values, and the displayed
numbers were taken at random from the possible pairs of {sg/du, sg/pl, du/pl}, with the
correct referent image randomly placed on the left or right of the screen. Participants
were asked to make the correct selection using their ‘left’ and ‘right’ arrow keys, which
became active only after the audio had completed playing. They were told that Laru,
the teaching alien character, would show them the right answer, even if they made the
wrong choice. Feedback consisted of Laru moving over to the correct choice.

Figure 2: Nominal number training phase.
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Each test phase measured success in learning the number morphology of the language
via a forced-choice referent selection task, with no feedback. Figure 3 represents the
nominal test phase. To validate participants’ success in learning the three-way number
distinction, they were asked to choose between three quantities of fruit based on audio
of noun forms with number endings (8 trials). No feedback was given on their choices.
Besides the three-way choice and the lack of feedback, these test items were otherwise
completely parallel to the pick-the-right-one portion of the nominal training phase, with
random selection of the correct number, random image placement on the left, middle, or
right of the screen, and arrow key answer selection.

Figure 3: Nominal number validation phase.

Before the experiment continued to verbal number agreement, participants first un-
derwent 2 basic attention checks. (In order to measure attention throughout the entire
experiment, 2 more such items occurred after the verbal test phase near the end of the
experiment.) As in the English word discrimination item in the sound check preceding
the main experiment, participants were presented with an audio clip and asked to dis-
criminate the word they had heard from four orthographic choices arranged on the screen
by making a selection with their arrow keys. Rather than monosyllabic English words,
the audio clip and the on-screen choices were well-formed (i.e. inflected) forms from
the artificial language. The four options were created by crossing two stems with two
appropriate (i.e. verbal vs. nominal) suffixes. Given the additional complexity of these
items (artificial language rather than English words, bisyllabic rather than monosyllabic,
sharing one syllable each with two incorrect choices displayed), the participants only had
to make the correct choice in 2 or more of these 4 attention check items for their data to
be included in analysis.

2.3.2 Verbal number

The verbal training and test phases mirrored the nominal ones closely. Participants were
told that Nika, the spaceship-piloting character, was going to make a smoothie, either
collecting or discarding ingredients with their flying saucer. Laru would instruct Nika
based on a recipe on their computer.
Figure 4 represents the verbal training phase, which also began with an exposure por-
tion. Participants were told that Laru was first going to tell Nika to beam things up, then
heard an audio clip of an imperative sentence with verbal agreement with the number
of the object, and saw an animation of the corresponding number of fruit moving up
the screen into the flying saucer (11 repetitions). Next, participants were told that the
computer with the recipe was running out of battery, and so was making weird noises
that might drown out part of Laru’s helpful instructions. The participants were asked



18

to nonetheless choose between two quantities of fruit based on the audio they heard us-
ing their arrow keys, and given feedback on their choice (12 trials). As in the nominal
pick-the-right-one part of training, the correct number value and the referent placement
on the screen were random. The audio clip consisted of an imperative verb inflected
to agree with a nominal object of the correct number, whereas the fully disambiguating
number-inflected noun was blocked out by a synthesized pulse train noise. As a result,
though one of the verbal number agreement suffixes mapped to only one number value
(i.e. to singular in ABB, to plural in AAB, and to dual in ABA), the other was syncretic be-
tween two values. Therefore the displayed pairs of number values {sg/du, sg/pl, du/pl}
excluded the pair that was either ambiguous given the syncretic form or incompatible
with the dedicated one (i.e. du/pl in ABB, sg/du in AAB, and sg/pl in ABA). They were
told that Nika’s spaceship would show them the right answer, even if they made the
wrong choice. Feedback consisted of the correct referent being animated to get beamed
up or thrown away. Exposure items and pick-the-right-one training items alternated in
3 blocks of 3 and 4, respectively.

Figure 4: Verbal number agreement training phase.

The crucial test items of this experiment measured learning of the different syncretisms
via a forced-choice referent selection task between two quantities of fruit, based only on
imperative verb forms bearing object number agreement, with the fully disambiguating
noun obscured by noise, with no feedback. As with the pick-the-right-one portion of
the verbal training phase, one pair of displayed number values is incompatible with the
dedicated verbal form (i.e. du/pl with A in ABB, sg/du with B in AAB, and sg/pl with A in
ABA) and is therefore excluded with the audio. However, unlike the training items, the
training phase included presentations of the ambiguous pair with the syncretic form. This
gives 5 possible items, 4 of which are crucial to measuring learning of the syncretism,
which were repeated 4 times (with different fruit stems — apples, bananas, oranges,
watermelons) for a total of 20 total test items (of which 16 are crucial). Each participant
saw these 20 referent selection items in a randomized order, and the placement of the
correct referent (if there was only one) was counterbalanced between the left and the
right of the screen. No feedback was given on their choices, and so these items can be
represented by the top right screenshot in Figure 4.
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Finally,9 participants were thanked and shown an animation of the completed smoothie
blending up. Upon completion of the experiment on Pavlovia, participants returned to the
Amazon Mechanical Turk page and answered two additional questions, given in Figure 5.

Figure 5: Exit questions.

2.4 Participants
Participants were recruited from Amazon Mechanical Turk workers, whose locations
were set to the United States, with a good track record on other Amazon Mechanical
Turk tasks (> 95%, > 50 total approved). Though 325 English-speaking workers were
recruited (ABB: 108, AAB: 108, ABA: 109), only 257 of these actually completed the task
on Pavlovia (ABB: 82, AAB: 85, ABA: 90) and were paid USD $3.50; the rest had missing
or incomplete data files and were paid USD $1.75.
Of those 257 participants who completed the entire experiment, 149 participants (ABB:
52, AAB: 49, ABA: 48) responded accurately on both basic sound checks and responded
accurately on two or more attention checks. All but 3 self-reported in the post-experiment
language background question that they spoke English growing up. Some of these 149
participants were also given a bonus, bringing their compensation up to USD $4.00 total,
for insightful descriptions of the alien language that demonstrated clear engagement with
the patterns.
3 Results
Accuracy on the referent selection items, for both the three-way number distinction and
the crucial verbal number agreement syncretisms, is a binary measure that is analyzed
using logistic mixed-effects models with grammar condition as the main predictor. As
both the cross-classifying and linear hierarchy theories of number discussed in Section
1 predict that the dual-plural syncretism in the ABB condition should be learnable, the
grammar condition is treatment coded with that ABB grammar as the baseline. As a
result, the other grammar conditions, whose relative learnabilities are precisely at is-
sue in comparing these theories, are compared to ABB as a fixed level. All mod-
els also include a random intercept for each participant, and were fit in R (R Core
Team 2020) using the glmer function in the lmer4 package, which provides p-values
based on asymptotic Wald tests (Bates et al. 2015: 101). These statistical analyses
follow Maldonado & Culbertson (2020).

9 The experiment included an exploratory block of 8 artificial language judgment items after all other blocks,
to investigate whether a single task could capture both grammaticality and truth value judgments. A new
(human) character provided attempts at describing a scene in the alien language, with utterances that varied
on whether the nominal number affix accurately or inaccurately reflected the referent amount, and whether
the verbal number agreement with that nominal affix was grammatical or ungrammatical. Participants were
asked whether the character had “said it wrong” or “said it right”. This binary choice proved not to provide
enough insight into participants’ grasp of the grammar. Since these items occurred after all crucial items,
they leave no influence on the other results. Further discussion of these items is therefore not included.
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3.1 Learning a three-way number distinction: nominal number
Figure 6 shows participants’ mean accuracy on the three-way forced choice referent se-
lection items in the nominal number ending validation phase. Means for each grammar
condition are represented by larger black dots, with error bars showing standard error
on by-participant means. Smaller gray dots show each individual participant’s mean ac-
curacy across the 8 items they saw. The dotted line marks chance value (0.33 for forced
choice with three options).
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Figure 6: Participant accuracy on nominal endings by grammar.

As all three grammars are identical in the nominal domain, and participants in all con-
ditions have had identical experiences at this point, no difference in nominal referent
selection accuracy by grammar is expected. Indeed, Figure 6 shows that mean partic-
ipant accuracy is notably above chance in all grammars. Additionally, a mixed logit
model with random intercepts for each participant, whose output is given in Table 9,
confirms that participants across all three grammars learned the three-way distinction.
Accuracy in the ABB condition was significantly above chance (intercept: p < 0.001***),
and neither AAB nor ABA was significantly different from that ABB baseline (p = 0.147
and 0.336, respectively).

Table 9: Output of logit model for nominal number validation items.

Formula: validation.corr ∼ grammar + (1 ǀ participant)
Fixed effects Estimate Std. Error z-value p-value
(Intercept) 0.8173 0.2269 3.602 0.000316 ***

grammar:aab −0.4623 0.3190 −1.449 0.147293 n.s.
grammar:aba −0.3093 0.3217 −0.961 0.336316 n.s.

Participants were accurate across all number values: their accuracy on dual-marked
items of 0.619 was significantly above chance (intercept: p < 0.001***), with no signifi-
cant difference from that dual baseline for either singular (mean = 0.573, p = 0.183) or
plural items (mean = 0.595, p = 0.447).
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3.2 Learning different number syncretisms: verbal number agreement
Figure 7 shows participants’ mean accuracy on the 16 crucial items in the verbal number
agreement test phase. Though the test phase included an item type with no wrong an-
swer, where the syncretic verbal marker appears with precisely the number values that
it neutralizes, this kind of item is excluded from the visualizations and analysis.
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Figure 7: Participant accuracy on verbal endings by grammar.

Whereas the three-way referent selection for nominal forms represented in Figure 6
had a 0.33 chance level, the two-way forced choice items for the verbal test phase had a
chance value of 0.5, represented by the dotted line in Figure 7. Participants in the dual-
plural (ABB) grammar condition performed visibly well above chance, as predicted by
all theories considered. The significant model intercept of a treatment coded mixed logit
model (intercept: p < 0.001***) confirms that the ABB condition’s participants’ visibly
high average accuracy of 0.686 (with standard error of 0.034) is indeed significantly
above chance. The average accuracy of participants in both the singular-dual (AAB) and
the singular-plural (ABA) grammar conditions was lower than those in ABB. In particular,
many participants in the AAB condition seem to be performing around chance (mean =
0.518, se = 0.033). The model confirms that their accuracy was strongly significantly
lower than that baseline (p < 0.001***) (output in Table 10). Conversely, although
participants in the ABA condition had a lower average accuracy (mean = 0.607, se =
0.030) than the ABB participants, this difference is marginally not significant in the logit
model (p = 0.0567).

Table 10: Output of logit model for crucial verbal test items.

Formula: trial.corr ∼ grammar + (1 ǀ participant)
Fixed effects Estimate Std. Error z-value p-value
(Intercept) 1.0304 0.1770 5.823 5.78e−09 ***

grammar:aab −0.9077 0.2484 −3.654 0.000258 ***
grammar:aba −0.4765 0.2500 −1.906 0.056668 n.s.
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4 Discussion
This experiment aimed to test whether learners make use of features to represent and
group number values. To do so, it presented learners with morphological patterns of
syncretism that target different groupings of those number values. The results confirm
that adult learners are (a) sensitive to the relevant (non-native) number values, (b) able
to learn syncretism patterns neutralizing those values in an artificial language setting,
and (c) specifically better at feature-based syncretism patterns. Learners were not equally
successful at all possible groupings of number values. Rather, they were more success-
ful when the morphological pattern they learned involves number values that form a
feature-based natural class. Specifically, the more easily learned syncretisms are those
that linearly hierarchical features are able to represent. I discuss each of these findings
in turn, before treating typological data and possible alternative interpretations of the
results.

4.1 Number morphology is learnable in artificial language settings
First of all, the patterns were based on non-native number contrasts between singular,
dual, and plural, so it is crucial for participants to be sensitive to them. This is especially
true as adults appear to reduce their sensitivity to certain kinds of non-native contrasts
(particularly in phonology: see Werker & Tees 1984; Werker 1994, i.a.). It is therefore
important for artificial language learning experiments like this one to demonstrate par-
ticipants’ sensitivity to the specific domain under investigation. This experiment verified
learners’ abilities in the domain of number marking by exposing them to a singular-dual-
plural number contrast on nouns, then testing their comprehension of those forms in a
referent selection task.
Results show that participants succeeded in accurately picking referent quantities based
on the three singular, dual, and plural nominal endings equally well, in all grammars.
Their high mean accuracy, which was significantly above chance levels (p < 0.001***),
and the lack of significant differences between number values, or grammar conditions,
confirm that the dual is a non-native contrast that is learnable by adults in an artificial
language setting. Written responses completed after the experiment corroborate partici-
pants’ sensitivity to the dual suffix as a number marker that contrasts with singular and
plural. Representative quotes from two English-speaking monolingual participants are
given here: “The suffix of each word determines the number of items you’re trying to
describe. Po refers to two items, cha to one item and fi for several item[s],” and, “It looks
like the endings of the words denote quantities. Cha = 1, Fi = many, po = 2” [em-
phasis in both quotes mine]. This finding in number marking specifically adds to the
growing evidence that adults are sensitive to non-native phi-featural contrasts in number
and person, as demonstrated in Finley & Wiemers (2013) and Maldonado & Culbertson
(2020).

4.2 Features are active in learning of number morphology patterns
The three grammar conditions in this experiment grouped different pairs from the three
number values — singular, dual, and plural — into an agreement syncretism: dual-plural
(ABB), singular-dual (AAB), and singular-plural (ABA). If there is no further abstraction to
the three number values, then any of those three sets should be equally easy or difficult to
learn. If, on the other hand, more abstract features underlie the three number values and
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group them into natural classes, then particular groupings of singular, dual, and plural
should be more readily learned than others. Specifically, all feature-based approaches
to singular, dual, and plural number represent dual and plural as a morphosyntactically
relevant natural class, though the theories make opposing predictions for the natural class
membership of the singular. As a result, a feature-based approach to number predicts that
learners in the ABB condition will perform significantly better than chance. Further, one
of the two other grammars will not be significantly different, whereas the last grammar
will be significantly worse. If learners are using cross-classifying features, such as those
of Harbour, then the singular-plural (ABA) grammar should be the significantly worse
condition. If they are using linearly dependent features, such as those of Smith et al.
(2019), then it should be the singular-dual (AAB) grammar condition that is significantly
worse.
Indeed, while participants performed very similarly across the board on learning the
nominal dual, they differed significantly on learning patterns that grouped the three
numbers in different ways. As predicted by the feature-based approach (and influence
from participants’ experience with English — see Section 4.4.1), learners in the ABB con-
dition were the most successful at picking referent quantities based only on the syncretic
verbal agreement forms. Learners in the ABA condition were not significantly differ-
ent than those in the ABB baseline, but learners in the AAB condition were significantly
worse. This differential performance suggests that learning of morphological patterns of
number marking is mediated by feature representations. This follows a rich literature in
phonology that shows that learners more easily learn phonological patterns that can be
described using a single feature than those involving a featurally random set of sounds
(Saffran & Thiessen 2003; Cristià & Seidl 2008; Finley & Badecker 2009; Cristià et al.
2013; Gallagher 2013; Linzen & Gallagher 2014, i.a. surveyed in Culbertson & Schuler
2019). It directly contributes to nascent analogous findings that learners prefer feature-
based generalizations about morphological values, as well (Finley & Wiemers 2015: Exp
2; Maldonado & Culbertson 2020).

4.2.1 By-condition results are consistent with use of linearly hierarchical features

In particular, the differential performance between the more readily learnable ABB and
ABA syncretisms on the one hand, and the less learnable AAB syncretism on the other,
suggests that participants are specifically using linearly organized features in learning
number morphology. Recall that we cast Smith et al. (2019) in Nanosyntax, a theory
that takes linear feature hierarchy to be a core architectural tenet; the resulting illus-
trative system equips learners with a universal linear hierarchy of privative features for
building number representations. Learning number morphology is accomplished by find-
ing lexical representations that perfectly match or encompass (as a superset) the featural
heads in a given number value. The predictions of this expository linear feature hierarchy
theory are most compatible with how participants performed throughout the experiment.
First, these linear features predict success in learning ABB syncretisms that neutralize
dual and plural. Because the dual contains all of the featural material that the plural does,
both can be pronounced using the same lexical representation that contains the union of
their features. The singular is represented with even less material than either the dual or
the plural, so it can be spelled out with a separate lexical representation. A learner using
Smith et al. (2019)-style features can posit those two lexical entries (given in (11)) and
accurately learn the grammar in the ABB syncretism condition. This is consistent with the
high accuracy (0.686, significantly better than chance (p < 0.001***)) that participants
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learning the ABB dual-plural syncretism had when using the syncretic verbal endings to
select the correct quantity of referent.
On the other hand, this linear feature hierarchy cannot represent AAB syncretisms that
neutralize singular and dual, and predict difficulty in learning such a pattern. Because
Smith et al.’s (2019) structure for plural intervenes between their structures for singular
and dual, any maximal representation that could match both singular and dual (such
as the bottom lexical entry given in (13)) would necessarily also match plural, and acci-
dentally derive a singular-plural ABA syncretism instead. One would need a completely
differently ordered linear feature hierarchy to derive an AAB pattern; as mentioned in
Section 1.4.2, Smith et al. admit cross-linguistic variation in the topmost feature in the
linear hierarchy, and suggest that languages containing AAB lexical noun suppletion have
parametrically chosen a different (pl > du > sg) hierarchy (2019: 1072–4). But learners
with a single universal hierarchical ordering of features (du> pl> sg) and those Nanosyn-
tactic spellout assumptions, could only “mimic a surface [AAB] pattern” by learning three
separate lexical representations, one for each number agreement value, with accidental
homophony for the singular and dual (ibid. fn7). “Standard working assumptions [for]
morphologists” treat truly accidental homophony as to be avoided in analysis and dis-
preferred in learning (Halle & Marantz 2008: 56; Müller 2004; 2005; Baerman et al.
2005; Pertsova 2007; 2011; Albright & Fuß 2012; Bobaljik 2012: 35; Bank 2017). Such
a dispreference against homophony may be violable, but learners will take longer or re-
quire more types of evidence to overcome it. In the context of this experiment, any of
these interpretations is consistent with how participants learning the AAB singular-dual
syncretism appear to be no better than chance (accuracy = 0.518) at referent selection
based on syncretic verbal agreement, and do so significantly worse than the ABB-learning
participants (p < 0.001***).
Conversely, as already described, a linear feature hierarchy can represent ABA syn-
cretisms. A learner equipped with Smith et al. (2019)-style features can posit the two
lexical entries given in (13) and neutralize singular and plural verbal agreement. Though
learners of this ABA singular-plural syncretism are slightly less accurate on average
(0.607) than the ABB learners, this difference is marginally not significant (p = 0.0567);
this accords with how both ABB and ABA syncretisms are equally generable in this theory.
Learners’ performance on the three different verbal number agreement syncretism con-
ditions thus matches the predictions made by Smith et al. (2019)-style linear number
features.

4.2.2 By-condition results are less consistent with cross-classifying features

Although the success of the ABB condition participants is consistent with abstract fea-
ture theories of number in general, results in the other grammar conditions are harder to
square with cross-classifying feature representations in particular. Recall that our repre-
sentative cross-classifying theory, Harbour (2014; 2016), posits an innate set of binary
morphosemantic features that may be activated in specific languages. The meanings of
singular, dual, and plural number are generated by bundling different values of two such
innately available morphosemantic binary features: [±atomic] and [±minimal]. Vocab-
ulary Items may match a subset of the valued features in those bundles. When bundles
have a valued feature in common, as dual and plural do with [−atomic], or as singular and
dual do with [+minimal], then learners should be able to posit featurally underspecified
Vocabulary Items to neutralize those bundles. It should be equally easy to hypothesize
the Vocabulary Items in (3)d and (3)e to capture the ABB syncretism grammar, and to
hypothesize the Vocabulary Items in (5)d and (5)e to learn the AAB syncretism gram-
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mar. The results do not support this prediction: ABB syncretism learners were indeed
significantly better than chance at referent selection (p < 0.001***), but AAB syncretism
learners were significantly worse (p < 0.001***) than their ABB counterparts. The feature
architecture of Harbour’s number theory offers no explanation for this asymmetry.
Harbour’s feature bundles for singular and plural number (agreement) have no value
of [±atomic] or [±minimal] in common. No Vocabulary Item bearing one of those four
possible values can be inserted in both those contexts. This would seem to rule out
singular-plural syncretisms within Harbour’s number theory, contra the actual experi-
mental results: participants found the ABA syncretism no less learnable than the ABB
syncretism (p = 0.0567). But what if a Vocabulary Item were even more radically under-
specified, and bore no valued number feature at all? A default Vocabulary Item specified
only for its categorial status — in this case, of being verbal number agreement — could
target singular agreement and plural agreement despite their being “feature bundles that
have no [valued] features in common at all” (Kramer 2016: 99). A learner could posit
a fully specified Vocabulary Item for the dual alongside this extremely underspecified
Vocabulary Item and derive an apparent ABA pattern via default exponence. Admitting
default exponence (or accidental homophony) in this way could make the success of ABA
condition participants comprehensible within the Harbour-style number feature theory.
However, this would make the difficulty of the AAB condition even harder to explain in
this framework; if an apparent singular-plural ABA neutralization could be captured by
a specific dual exponent and a default exponent, so too should the AAB pattern (with
a specific plural exponent and a default exponent). This means the theory at its most
permissive should allow at least two ways of deriving the ABB and AAB patterns, along
with at least one way of deriving the ABA pattern with default exponence. This makes
the participants’ singling out of the AAB pattern particularly difficult to explain with
Harbour-style cross-classifying number features.

4.3 Typology does not fully mirror experimentally preferred neutralizations
This behavioral evidence for feature-based natural classes represents an important addi-
tion to linguists’ toolbox for theorizing about innate features and natural classes. Tra-
ditional investigations have looked to typological surveys of morphological patterns to
substantiate the existence of natural classes. However, a multitude of factors may inter-
vene between “the generative capacity of the linguistic system...and particular features of
[a set of] language[s]” (Maldonado & Culbertson 2020: 6), from historical contingencies,
to pressures from language’s communicative function.
Indeed, the attestation patterns for syncretisms and suppletions involving singular, dual,
and plural number do not appear to directly replicate the learning results presented here.
Table 11 summarizes my survey of 30 spoken languages with a singular-dual-plural num-
ber system for any morphological neutralization patterns anywhere number is marked in
the grammar (Appendix). This includes pronominal stems and number affixes, nominal
number affixes, verbal number agreement affixes, and lexical stems that supplete for number.

Table 11: sg-du-pl languages with number neutralization patterns (n = 30).
ABB AAB ABA
du-pl sg-du sg-pl

syncretism 22 6 1
suppletion 14 5 1

total 26 10 2?
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My typological survey reaffirms the prevalence of ABB dual-plural syncretisms and sup-
pletions, finding them in 26 of the 30 considered languages, in multiple domains. For
example, the Hopi example in (17) demonstrates an ABB pattern in the third person
demonstrative pronoun, while the bottom of Table 12 shows Koasati verbs whose dual
and plural forms share a suppletive stem. The typological dominance of this neutraliza-
tion is paralleled by participants’ greatest success with the experimental ABB grammar.
(17) Hopi: ABB pronouns, AAB verb suppletion

a. pam
that.SG
wari
run.SG/DU
he/she ran.

b. puma
that.DU/PL
wari
run.SG/DU
they (2) ran.

c. puma
that.DU/PL
yu’tu
run.PL
they (>2) ran.

Table 12: Koasati: ABB & AAB suppletive verbs (Kimball 1985: 273–275, Table 10.3, fn12).
verb singular dual plural

ABC
‘to stand’ haccá:lin hikkí:lin lokkó:lin

‘to sit’ cokkó:lin cikkí:kan í:san
‘to dwell’ á:tan áswan í:san

AAB

‘to die’ íllin hápkan
‘to go about’ á:yan yomáhlin

‘to go’ ałí:yan amá:kan
‘to come’ óntin ilmá:kan

ABB

‘to be lost’ nak ałłan wasátkan
‘to run’ walí:kan tółkan

‘to clamber up’ onno-halí:kan onno-káhkan
‘to exit’ ac-halí:kan as-káhkan

‘to enter’ cok-halí:kan cok-káhkan
‘to release’ (obj) acapł́kan askáhlin
‘to pick up’ (obj) í:sin píhlin

‘to hit’ (pluractional) batáplin bóklin
‘to make noise’ (pluractional) naksá:kan sakáplin

I also find AAB singular-dual neutralization patterns in 10 languages, such as in Zuni’s
intransitive verbal agreement prefix (18). Intriguingly, all 10 languages with an AAB
pattern also demonstrate an ABB dual-plural pattern elsewhere; alongside their ABB pat-
terns, both Hopi (17) and Koasati (Table 12) have verbs whose singular and dual forms
share a suppletive stem.
(18) Zuni: AAB verbal agreement prefix (Bunzel 1933: 423, 492)

a. ∅-kwato-kä̯
SG/DU-enter-PST

. S/he went in.

b. a:tci
3.DU
∅-kwato-kä̯
SG/DU-enter-PST

. They (both) went in.

c. ho’i
people

tem’ƚ
all

u-kwato-kä̯
PL-enter-PST

. All the people went in.

This relative prevalence of singular-dual AAB patterns in the typology is surprising, given
participants’ significant learning dispreference for the experimental AAB grammar. One
might be tempted to discount some of the AAB patterns, especially syncretisms where the
shared singular and dual form is null, as in (18). However, if a Nanosyntactic interpreta-
tion of Section 4.2.1’s linear-hierarchy-based analysis of the results is on the right track,
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analyzing such patterns as a marked plural with a default is not an option: Nanosyn-
tax’s Superset Principle rules out default exponents. Rather, as previously discussed, the
only theory-internal way to create the appearance of a non-contiguous neutralization like
the singular-dual AAB pattern is two separate, homophonous lexical entries. Within the
experiment, limited training data may not be sufficient to override antihomophony bi-
ases — but perhaps in natural language, morphological paradigms are small enough and
their forms abundantly represented enough in children’s input to violate antihomophony
despite underlying feature-driven constraints (Harbour 2016: 15). Such a “surfeit of
the stimulus” might lead to wider representation of AAB in the typology than otherwise
expected (ibid.).
Finally, my typological survey reveals a lack of robust ABA patterns. I find only 2
tentative cases in 30 languages. For example, Yagua’s 2nd person free/suffixal pronoun
stems (given in Table 13) are “by no means a robust” example of ABA (Smith et al. 2019:
1065). First, the free/suffixal 2nd person dual pronoun stem resembles the prefixal 3rd
person singular pronoun stem. Moreover, Smith et al. (2019) identify an ABB pattern
in the 1st exclusive, an ABA pattern in the 2nd person, and an AAB pattern in the 3rd
person (online supplemental materials, Yagua). No number feature theory derives three
overlapping natural classes, so if Yagua’s pronouns really do exhibit ABB, ABA, and AAB
patterns all in a single language, their exponence cannot be captured via feature-based
theories.

Table 13: Yagua: ABA(?) pronoun stems (Payne 1985: 41–44, Tables 2.1–2.2).
free/suffixal pronouns prefixal pronouns
singular dual plural singular dual plural

1st excl ráy nááy núúy ABB? ráy nááy núúy ABB?
1st incl – vúúy – vúúy
2nd jiy saadá jiryéy ABA? jíy saaná jíryey ABA?
3rd níí naadá ríy AAB? sa naada riy

This paucity of singular-plural ABA patterns in the typology is surprising given partici-
pants’ accurate performance on the experimental ABA grammar. Perhaps singular quan-
tities and plural quantities are functionally important to keep distinct in real situations, to
the detriment of such neutralizations.10 The inverse of that neutralized form, a marked
dual, may not be particularly useful either: it may not be pragmatically necessary to
linguistically mark natural pairs, for example. ABA patterns may have low functional-
ity (particularly compared to AAB patterns, which might have the same communicative
function as a (limited) paucal number). Over time, these pressures might lead to less
accurate diachronic replication and sparser typological representation of ABA patterns
than otherwise expected.
This partial match between learnability and typology resembles experimental findings
in much of the phonological and morphosyntactic artificial language learning literature.
Though learner preferences often parallel the strongest typological asymmetries (see Cul-
bertson 2012; Moreton & Pater 2012a for reviews), it is quite common to findmismatches
of various kinds (Moreton & Pater 2012b), often within the same experiment. First of all,
adult and child learners are often indifferent between patterns that have very different
rates of attestation (as the ABB and ABA neutralizations do): there may be no significant
difference at all (Finley & Badecker 2009: Exp 3; see Sections 3 & 4 of Moreton & Pater
2012b for several other phonological examples; Tabullo et al. 2012; Maldonado & Cul-
bertson 2020: Exp 3 (condition 1); Culbertson et al. 2020: Experiments 1 & 2 (Hebrew,

10 Thanks to Kenny Smith for suggesting this idea to me.
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condition 2 vs. 3 & 4)) or only a marginal one (Culbertson et al. 2012; Culbertson et al.
2020: Exp 1 (Hebrew, conditions 1 & 2 vs. 3) and Exp 2 (French, condition 1 vs. 4)). For
example, Tabullo et al. (2012) find that participants exposed to an artificial language dis-
playing the extremely rare OSV word order (0.5% of world languages) are just as accurate
at an error detection comprehension task as those who learned the much more prevalent
SOV (45%) or SVO (42%) word orders. Conversely, learners may show preferences be-
tween patterns that are equally (ill-)attested (Moreton 2008: Exp 2) or even completely
unattested in real language (Maldonado & Culbertson 2020: Exp 2 (Second-inclusive vs.
Third-inclusive)). Finally, artificial language learners may prefer patterns in reverse of
relative typological prevalence (Koo 2007: Ch. 2 (vowel vs. consonant identity); Tabullo
et al. 2012; Maldonado & Culbertson 2020: Exp 1B, condition 2 vs. 3; Maldonado et al.
2020: prefix condition; Culbertson et al. 2020: Exp 1 (French, condition 1 vs. 3)) or
implicational universals (Cook 1988: condition D: VO ⇒ Prep-N). For example, person
prefixes precede number prefixes more often (8 languages) than the inverse order (only
1 language), but Maldonado et al. (2020) find that learners preferred the latter pattern
anyway, just as AAB neutralizations typologically outweigh ABA patterns, but are less
learnable experimentally.
This experiment’s mismatch between learners’ preferences among the three possible
neutralizations and the relative prevalence of those neutralizations in the world’s lan-
guages is therefore instructive. It suggests that feature-based learning biases do not nec-
essarily translate directly into typology, and — like these previous studies — encourages
further investigation into what factors may disrupt that relationship. In this domain
of singular, dual, and plural number neutralizations, it is possible that communicative
functional pressures only weakly at play in this experiment could override feature-based
preferences against AAB patterns and for ABA patterns.

4.4 Alternative interpretations of the results to consider
The foregoing discussion has argued that the results of this artificial language learn-
ing experiment are best understood as support for innate number features. But English
conflates the meaning of the dual into the plural throughout its grammar: “two dog-s”
has the same morphological marking as “three dog-s.” The ABB syncretism neutralizes
these same values, and was (marginally) the easiest grammar to learn in this experiment.
Could influence from participants’ English number system be partially responsible for
these learning results, too?
The relationship between adult native language grammars and artificial language learn-
ing tasks has been explored in the main previous artificial language study on morpholog-
ical feature organization: Maldonado & Culbertson (2020) simply expected that “native-
like paradigms [would] be easiest to learn” (18). But what makes an artificial language
pattern native-like? I first consider surface similarity to and difference from English num-
ber morphology as a factor in each grammar condition. I then evaluate possible feature-
based representational limitations that native English lexical entries in each theory might
transfer to learning new systems (Hawkins & Chan 1997; Tsimpli & Dimitrakopoulou
2007; i.a.).

4.4.1 Surface comparison to English number morphology

Perhaps participants are not analyzing the featural content of the artificial language forms
at all. Could their differential performance across conditions stem solely from stubbornly
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comparing all artificial language conditions to English-like Vocabulary Items, which con-
flate the dual and the plural?
Such a strategy would most obviously privilege the ABB verbal syncretism in learning.
An English-speaking participant could map the English dual-plural conflation directly
to the artificial language’s dual-plural syncretism in the verbal domain. This surface
similarity between English and the ABB grammar condition might have contributed to
participants’ learning it marginally better (ABB accuracy = 0.686, se = 0.034) than the
next easiest grammar (ABA accuracy = 0.607, se = 0.030), albeit non-significantly so (p
= 0.0567). English influence might explain this observed marginal difference between
ABB and ABA, which should be equally learnable from a solely theoretical standpoint.
Although ABB patterns are the most straightforwardly English-like, direct surface com-
parison to English could conceivably have privileged the ABA grammar condition as well.
An English-speaking participant might not have any English analogue to map to the arti-
ficial language’s singular-plural syncretism, but the surface dissimilarity between English
and the non-syncretic dual markers might make them even more salient and learnable
to them. This focused salient difference between English and the ABA grammar condi-
tion might have contributed to participants’ learning it better (ABA accuracy = 0.607,
se = 0.030) than the completely non-English-like AAB grammar (accuracy = 0.518, se
= 0.033).
However, participants’ behavior on nominal items seems to counter the overall idea
that the dual is only evaluated in relation to the English number system. If participants
were indeed rigidly imposing English’s singular-plural system on the artificial languages,
we might expect them to behave exceptionally when faced with the separate marking of
nouns for groups of two. They might incorrectly collapse dual referents into the meaning
of the plural (a sort of ABB effect). Alternatively, they might be particularly attentive and
accurate on dual items (the proposed ABA effect). But participants are not significantly
more or less accurate on picking the correct referent quantity based on a dual-marked
nominal than they are with either other number. This is true across all conditions (vs.
singular p = 0.183, vs. plural p = 0.447).
Direct surface comparison with English thus does not seem to fully explain participants’
behavior across nominal and verbal items, but may still have played a role in how easily
they learned the ABB, and possibly the ABA, syncretism patterns.

4.4.2 Direct translations from English number morphology

Could the influence from participants’ native language be less holistic, and more based on
direct translation of English forms? Perhaps participants calqued the artificial language
forms to existing English lexical entries, with a concomitant boost to accuracy at referent
selection when hearing those items.
In fact, neither theory proposes structures for the dual-plural conflation of English that
match the crucial verbal agreement syncretisms. With a Nanosyntax-style linear feature
hierarchy, the superset lexical entry that neutralizes dual and plural verbal number agree-
ment (given in (11)) includes a verbalizing head in order to distinguish dual and plural
exponence in a verbal agreement complex from number marking on nouns, so it has no
correlate in the English lexicon. Similarly, with DM-style cross-classifying feature bun-
dles, the artificial language VIs (given in (3)d and (3)e) include an additional contextual
feature, making their insertion contexts distinct from the English ones. Direct translation
between identical featural structures (trees or bundles) in the English lexicon and the
artificial languages therefore cannot explain differences between grammar conditions.
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One theory does actually posit an identical structure in English and in the artificial lan-
guages: the Smith et al. (2019)-style representation of the English nominal “plural” and
the artificial languages’ nominal dual. Nanosyntax takes the linear functional sequence
of number features to be universal, meaning that even English syntactically represents
dual number.11 English lacks a morphological distinction for the dual simply because a
single large lexical subtree, given in (9), matches both the dual “two dog-s” and the plural
in “three dog-s.” The very same tree conflates dual and plural by the Superset Principle
in English, and spells out dual nominal number exactly in all the artificial languages. If
identity in structure between existing English lexical items and artificial language lexi-
cal items were helpful, participants might be expected to perform better on the nominal
referent selection items with dual marking than those with plural marking. But, again,
mean accuracy on dual items (0.619) and plural items (0.595) is not significantly differ-
ent (p = 0.447). Evidently, participants do not get a boost simply from having exactly
identical analogues to English lexical items in the artificial languages. This, and the dis-
cussion in the previous subsection, suggest that the precise link between the morpholog-
ical contrasts of participants’ native language and any advantage conferred to similarly
structured patterns in artificial grammars is more complex than the straight line drawn
by Maldonado & Culbertson (2020).

4.4.3 Interpreting number morphology as numerals

One final possibility is that participants are not tapping into number feature representa-
tions as they learn and use the artificial language patterns, but rather taking the number
exponents to be postnominal numerals. A numeral interpretation may be reconciliable
with the singular and dual number exponents, as discussed above in the context of the
direct English imposition strategy. However, the plural number exponent appears with
referents in multiple different amounts, ranging from six to nine. Even if participants
really were counting the amounts of fruit that appeared with plural number or number
agreement markers, there would be no single numeral that would be consistent with all
the training input. Moreover, none of the participants who gave a written response to the
exit questionnaire mentioned any specific cardinalities other than one and two. Those
who referenced the meaning of the plural number exponents described it as “plural”,
“many”, “more than two”, “at least three”, “multiples”, “a bunch”, and/or “a group of
some”. The range of quantities used to train participants on plural marking, as well as
the corresponding complete absence of numeral interpretations for the plural, suggests
participants really were treating the affixes as marking number, not numerals.

5 Conclusion
Number systems differentiating singular, dual, and plural have been treated by multiple
different theories of morphosyntactic organization. These theories make differing pre-
dictions about which groups of values may be represented as natural classes and thereby
systematically neutralized by the grammar. This paper has tested these predictions exper-
imentally, by training and testing participants on artificial languages differing in which

11 This is also proposed in Section 4.5.3 of Aravind’s (2018) dissertation, which explores the idea that all lan-
guages, “even those that lack the relevant morpho-syntactic correlates, [are] furnished with [the] feature[s
for] dual” (138). The English words ‘both’ and ‘all’ reveal the dual-plural distinction (when combined with
a universal quantifier), but everywhere else (in number marking on nominals and verbal agreement), the
dual is syncretic with the plural.
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pairs of number values participate in syncretism. Results show that participants prefer
grouping dual with plural, or singular with plural, to grouping singular with dual. This
preference for Smith et al. (2019)-style linear hierarchy-based natural classes provides a
new source of evidence that number contrasts are represented with features.
This experiment provides insight into the choice of featural representation in the domain
of number. These results support the value of artificial language learning experiments in
investigating questions of representation in the domain of morphosyntax. Though addi-
tional work needs to be done to clarify how this behavioral evidence complements and
complicates traditional typological investigations of feature structure, this paper repre-
sents an advance in applying experimental methods to the theory of morphosyntactic
features.

Abbreviations
SG= singular, DU= dual, PL = plural, ABB= dual-plural, AAB= singular-dual, ABA=
singular-plural, O= object agreement, VI=Vocabulary Item, DM = Distributed Morphology

Data Availability/Supplementary files
Supplementary file 1: Data file: Referent selection response data for all participants (in
csv format).
Supplementary file 2: Appendix. Number syncretism and suppletion patterns in 30
singular-dual-plural languages.
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