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Abstract

We present the results of a replication of Study 2 from Ariely and Wertenbroch (2002), as

well as a comparison of the replication data and the original data, which was kindly given

to us in 2006 by one of the original authors. We show that the results of the paper do not

replicate. In particular, in the replication, changes in the deadlines have a negligible effect on

the three performance metrics and several survey metrics that were used in the original study.

In particular, evenly spaced deadlines exogenously imposed on subjects do not stand apart

for their effectiveness in reducing procrastination in subjects. Beyond failing to replicate the

original finding, we also document that several patterns that arguably should be present in both

datasets are not found in the original data, suggesting a further lack of robustness.
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org/3063&PEER_REVIEW_passcode=BDSOCK.

1 Introduction

Deadlines may help overcome procrastination. Indeed, a deadline on a task arguably creates a sense

of immediacy in finishing the task. However, the cost of deadlines is a loss of flexibility. With more

time, a person has more options to complete a task when conditions are favorable. Arguably the
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most well-known and most impactful paper addressing this trade-off experimentally is Ariely and

Wertenbroch (2002).1 The authors open their paper with three general observations: (1) most of

us procrastinate; (2) deadlines are a common feature of life; and (3) many people seek commitment

devices to help them accomplish their goals. Ariely and Wertenbroch then ask three questions.

First, will people self-impose deadlines on themselves? Second, are self-imposed deadlines effective?

Finally, do people optimally self-impose deadlines? The original paper presented a series of studies

which showed that a substantial number of people are willing to self-impose deadlines on themselves

and that the deadlines were partially effective. Their main, result, however, is that performance is

highest when evenly spaced deadlines are exogenously imposed on subjects.

On the contrary, two studies conducted subsequently to Ariely and Wertenbroch (2002) provide

experimental evidence that deadlines are not effective. In Bisin and Hyndman (2020), thet study the

role of deadlines both in a single task and, like Ariely andWertenbroch (2002), in a multiple repeated

task environment; however, there are two important differences. First, that paper considered a

“0/1” task (i.e., the task is either complete or it is incomplete and partial work cannot be saved

or submitted). Second, Bisin and Hyndman (2020) considered the case of “hard” deadlines (i.e.,

if the task is not completed by the deadline, then late submission is not possible). The results in

that paper showed that performance is actually worse in the presence of deadlines. We argued that

this is because, in the presence of deadlines, subjects delay work until near the deadline and are

unable to complete the task in time due to poorly formed expectations about task difficulty. Burger

et al. (2011) also show that subjects who face intermediate performance targets before reaching an

ultimate goal perform significantly worse than subjects without intermediate performance targets.

It is possible that the different nature of tasks could be an important factor in explaining

the differences. For instance, partial work can be submitted to receive some credit in Ariely and

Wertenbroch (2002), while it cannot in Bisin and Hyndman (2020). Indeed, the ability to trade-off

effort/time for quality could materially affect the role that deadlines have in performance. This

makes an attempted close replication all the more important because the differences in designs can

merely suggest a potential lack of robustness to changes in the structure of tasks and deadlines,

while a close replication can speak more forcefully to the robustness of the result.

More generally, there are broad questions about the replicability of many results in economics,

psychology and other disciplines (e.g., Open Science Collaboration 2015, Camerer et al. 2016, 2018,

among others). Like many social scientists, we believe that it is important to test the replicabil-

ity/reproducibility of important papers that are influential within academic circles, especially when

they also have a large impact on public opinion. With its high citation count and its numerous rep-

resentations reported in the press (examples include Surowiecki 2010, Jaffe 2014, Thompson 2014),

we believe that Ariely and Wertenbroch (2002) merits undergoing the scrutiny of a replication.

1The paper has been cited over 1900 times as of May 2024. The Google Scholar page for Ariely and
Wertenbroch (2002) is https://scholar.google.com/citations?view_op=view_citation&hl=en&citation_for_

view=Z1G9Lk4AAAAJ:qjMakFHDy7sC.
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2 Methods

We decided to replicate Study 2 from the original paper as closely as possible. Study 1 and the

pilot study were both classroom studies, making any attempted replication virtually impossible. In

Study 2, subjects were asked to read and provide spelling and grammatical corrections for three

different texts that were generated with a post-modern text generator2 and had errors inserted into

them. To this end, we used the same post-modern text generator to generate texts and then we

inserted 100 spelling and grammatical errors in each text. Our texts were selected to be between

2000 and 2400 words divided over 8 or 9 pages. Participants were recruited to the study via an email

from the subject pool at one author’s home institution. They were informed that there would be a

short in-person meeting, followed by work that would be done outside of the lab on their own time.

As in the original paper, subjects were informed that they must be native/fluent English language

speakers, and they were required to complete a short survey before registering to participate where

they verified their language proficiency.

Registered subjects came to the lab where they received instructions about the tasks (providing

grammatical/spelling corrections to three texts over a three-week period), their compensation and

deadlines. Subjects were randomly assigned to one of three deadline treatments: 1. no intermediate

deadlines (No Deadlines), 2. exogenous and evenly spaced deadlines (Exogenous Deadlines), and

3. self-imposed deadlines (Endogenous Deadlines). After reading the instructions, subjects in the

Endogenous Deadlines treatment were given the option but not the obligation to impose binding

deadlines on any or all of the three tasks. After completing all of the in-person requirements,

subjects received an email which contained their login code to access the experimental platform

later, as well as a reminder of the deadlines that they faced.3 Absent any intermediate deadlines

determined by the treatment (i.e., Exogenous Deadlines treatment) or by a particular subject (i.e.,

Endogenous Deadlines treatment), there was an overall deadline of three weeks from the start of

the experiment, after which point penalties would start to accrue. The experimental platform

remained open for approximately 10 days beyond this three week deadline.4 After the close of the

experimental platform, subjects’ work was evaluated and payments were transferred to a debit card

that they were given during their initial visit to the lab.

There are several unavoidable differences between our replication and the study in the original

paper, partially due to the large time passed since the original study:

1. Our study is computerized and precautions were taken to make it difficult for participants to

enter the text into a computerized grammar/spell checker.5 Subjects were asked to record

their corrections in a text box on the computer interface using the format “Line XX: beleive

2The post-modern text generator is available at https://www.elsewhere.org/pomo/. The information on the
website, suggests that the text-generator has not been modified subsequent to launch in February 2000, meaning that
the texts we used are substantially similar to those in the original study.

3All subjects individually provided verbal confirmation that they received the email before they left the lab.
4After this point, it would be difficult to impossible to earn money net of the penalties for being late.
5Specifically, we used Javascript to disable right-clicking, copy and paste commands, and printing. We also checked

that Javascript was enabled on the browser and if not, did not display the tasks. The texts were presented as images
with line numbers in the margins and were rotated by between −7 and +7 degrees to make cropping the image and
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→ believe;”. It is possible that this way of reporting errors differs from how subjects reported

errors in the original study.

2. We created six substantially identical tasks and subjects were given three randomly selected

tasks.

3. Incentives were doubled. Specifically, subjects earned $0.20 per error found and were penalized

$2 for each day late, while the incentives were $0.10 per error and $1 per day late in the

original.

4. In order to avoid the possibility of losses, it was agreed with our Institutional Review Board

that subjects would be offered a $10 participation fee, $5 of which would be given up front and

the remaining $5 would be held in reserve against any late penalties that subjects incurred.

If penalties exceeded the $5 held in reserve, then subjects would not receive any additional

payment, nor would they be liable for the penalties.6

2.1 Power Analysis

Our goal was to achieve 90% power at the α = 0.05 level of significance. There are three treatments

and three performance measures of interest leading to nine potential hypothesis tests. For each

performance measure, we conducted a one-way ANOVA of performance on treatment giving us the

variance of the error for the original data as well as the average performance for each treatment.

We then used the power oneway command in Stata to generate the required sample sized. The

highest required sample size was N = 33 (or 11 subjects per treatment). If we use the contrast

option to account for pairwise treatment tests, then the highest required sample size was N =

105 (or 35 subjects per treatment).7 Although we are not specifically interested in repeating all

pairwise comparisons (indeed, such pairwise comparisons were not reported in the original paper),

we decided that we would recruit 40 subjects per treatment to the initial in-person session to try

to meet this higher standard. Another factor in our recruitment decision is because Bisin and

Hyndman (2020) show that a substantial number of subjects who initially start the experiment

inputting into an optical character recognition package less likely to succeed. It was possible for a participant to take
a picture and upload to an artificial intelligence tool such as ChatGPT. Our tests suggested that such an approach
would do a poor to adequate job (depending on the tool used), but that it would still make mistakes and require time
and effort to review the output, decide what was useful and input the suggestions in the manner required. While
a sophisticated and dedicated person could circumvent our precautions, we felt that our measures were sufficiently
challenging that it would be just as easy to actually do the task as intended as it would be to try to circumvent it.

6In our analysis of the original data, which was provided to us in 2006 by Dan Ariely (see Figure 2b and the
discussion therein), it appeared that many participants should have lost money. On January 7, 2014, we wrote to
both of the original authors and asked if a participation fee was given to guard against potential losses. On January
7, 2014, Klaus Wertembroch replied that, “I am sorry to say that I don’t know the procedural details as Dan ran the
studies at MIT.” On January 8, 2014, Dan Ariely responded, “As far as I remember the payment for the experiment
was all done at the end. There was no show up fee and we did not say anything about the fact that the payment
rule could mean that subjects will lose money (and as far as I remember we never had to deal with this problem).”
Nevertheless, because we were concerned with the possibility of losses, we entered into discussions with our IRB,
where the above solution was agreed to and, therefore, implemented.

7This would be to test the difference between days late in the Exogenous and Endogenous Deadlines treatments.
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do not finish. Although Ariely and Wertenbroch (2002) do not report that any subjects failed

to finish and subjects who fail to finish should remain in the dataset, we wanted to have data to

analyze performance conditional on finishing as a supplemental analysis. We conducted six initial

lab sessions (two for each treatment) on February 2, 2024 and February 6, 2024, recruiting 120

subjects in total and 40 subjects for each treatment.8 We pre-registered our replication.

3 Results

It is natural to believe that deadlines may affect both the extensive (i.e., whether the task gets

done at all) margin and the intensive (i.e., how well the task gets done) margin. Figure 1 contains

summary information on task completions for both the original data in Ariely and Wertenbroch

(2002) (panel (a)) and our replication data (panel (b)). For each task, we report the fraction of

subjects who submitted the task, and the fraction who submitted the task and correctly found at

least one error. To give a first indication of some key differences in results with the original study,

first notice that in the original study all subjects submitted all tasks and, indeed, found at least

one error. That is, in the original study, there is no extensive margin effect because all subjects

complete all tasks.

In contrast, in our replication, many subjects fail to submit some or all of the tasks. Therefore,

there is potentially scope for effects of deadlines at both margins. However, upon examining Figure

1(b), whether we look at subjects who submitted a task irrespective of finding any errors or those

who submitted the task and found at least one error, there are only very small differences between

treatments and, moreover, for all tasks, subjects completed the fewest tasks in the Exogenous

Deadlines treatment.

This property of the original data – that all subjects complete all tasks – appears non-robust.

Subjects who fail to submit a task could be subjects with very high present-bias and/or subjects

with specific psychological characteristics, e.g., low conscientiousness. Such subjects are, arguably,

generally present in the population and in the selected subject pools of university students (students

routinely fail to submit homework assignments). Furthermore, the post-modern texts are, in our

opinion, quite frustrating to read, making it plausible to expect some students would judge the

task not worth completing.

Remark 1 The finding that not all subjects complete all tasks is, however, similar to (Bisin and

Hyndman 2020), despite the different nature of the tasks and the deadlines. Further similarities to

8For the main performance metrics (errors found, payment and days late), we did not find any differences between
the sessions. There is, however, one notable difference between the two sessions for the Endogenous Deadlines
treatment. Overall, deadlines were slightly more common for the first two tasks in Session 1 (21 of 21) versus Session
2 (16 of 19). For the third task it was 19 of 21 and 16 of 19, respectively. More significantly, the deadlines for the
first two tasks were significantly more strict in Session 1 (12.6 and 7.6 days before the final deadline) versus Session 2
(4.7 and 3.0 days before the final deadline). The same two people administered both the first and second sessions and
the same procedures were used. The only apparent difference between the sessions is that the first session occurred
on a Friday and the second session occurred on a Tuesday, though it is unclear how this could affect the severity of
deadlines by more than a day (e.g., avoid a Friday deadline).
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Figure 1: Summary of Task Completions

(a) Original Data (b) Replication Data

Note: Recall that “Endogenous” corresponds to the treatment where subjects self-imposed their own deadlines, “Exogenous”
corresponds to the treatment where subjects faced evenly-spaced intermediate deadlines and “NoDeadlines” corresponds to the
treatment where there were no intermediate deadlines.

Bisin and Hyndman (2020) become apparent once we dig into the 51 subjects who did not submit

Task 1 (and so could not have submitted subsequent tasks). Like in that paper, some subjects (19)

never logged in after the initial lab session, while an even larger number (32) logged in at least once

to see the first page of the first task. Indeed, 19 of these 32 subjects completed at least one page of

the first task and 15 of them found at least one error (average 9.8, min 0, max 28).9

Turn now to the main performance results. In Figure 2 we illustrate subjects’ performance

on three metrics: the number of errors found, the number of days late, and the payment. Panel

(a) is taken directly from Ariely and Wertenbroch (2002) and panel (b) is from our reanalysis of

the original data (discussed below). Panels (c) and (d) contain our replication data regarding the

effects of different deadline structure on the original three dimensions of subject’s performance in

Ariely and Wertenbroch (2002). Panel (c) contains all subjects, whether they submitted a task or

not, while panel (d) contains only those subjects who submitted all three tasks.

Comparing panel (a) with panels (c) and (d), there is strong visual evidence that the results

report in Ariely and Wertenbroch (2002) do not replicate. The directional effects that we find do not

align with the original paper and our error bars are substantially larger. To provide some statistical

evidence to support what is visually very clear, in Table 1, we provide the F−statistics from an

analysis of variance of performance metric by treatment. Ariely and Wertenbroch (2002) report

that “[a]ll differences were statistically significant (all ps< 0.01)”, and our analysis of their data

9It is perhaps surprising that the students who actually logged in and attempted the tasks did not submit them.
In designing the experiment, we tried to keep “transactions costs” of participating in our study low. To this end,
we reminded subjects on each task page that “you can submit with no input if you no longer wish to work on the
task.” Therefore, with approximately 30 clicks of a mouse, they could have submitted all the tasks and they would
subsequently earn the additional $5 participation fee that was held in reserve against potential penalties. Additionally,
there was no incremental cost to receive the money as participants were given debit card in the lab session and were
told that additional earnings would be loaded onto the cards at the conclusion of the study. Perhaps these subjects
thought that they would return to the task later, but did not, or that there is some kind of norm against receiving
payment for work that was not done.
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Figure 2: Comparison of Treatments

(a) Figure 2 From Ariely and Wertenbroch (2002) (b) Figure 2 From Our Analysis of Original Data

(c) Replication Data: All Subjects (d) Replication Data: Submitted All Three Tasks

Note: Panel (a) is taken directly from the original publication. For panels (b)–(d), “Exog” corresponds to “Evenly spaced
deadlines” in panel (a), while “Endog” and “NoDead” correspond to “self-imposed deadlines” and “End deadline”, respectively.
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confirm this. However, as can be seen from Table 1, our replication data – regardless of which cut of

the data we examine – shows no statistical evidence that performance is influenced by the deadline

condition.10 In Appendix A, we also provide results on the survey responses from the original study

and our replication.11 As with the performance results, there is almost no correspondence between

Ariely and Wertenbroch (2002) and our replication.

Table 1: F−Statistics From ANOVA (Performance Metric on Treatment)

Reported in Our Analysis of Replication Data

Performance Metric AW (2002) Original Data All Subjects Sub. All Three Tasks

Errors Unknown: 19.081 0.210 0.507
Days Late Reported “All 13.953 1.120 1.096
Payment ps< 0.01” 25.623 0.794 0.553
Degrees of Freedom (2, 57) (2, 117) (2, 51)

Recall that the original authors reported that all subjects earned positive amounts of money

(Figure 2a). As we see in Figure 2b, which contains our analysis of the original data, it appears

that earnings for many were negative (see also Footnote 6). In part, because of this apparent

discrepancy, we will delve deeper into a reanalysis of the original data below.

3.1 Within-subjects Behavior

In this section, we perform a further comparative analysis of the original Ariely and Wertenbroch

(2002) data and our replication data with respect to several important associations that one could

argue should be present in subjects’ behavior given the results reported in the original paper.

Ariely and Wertenbroch (2002) show three things: (i) performance is highest under exogenous

deadlines, (ii) subjects spend more time on tasks under exogenous deadlines and (iii) subjects like

the tasks least under exogenous deadlines. The suggested causal mechanism is that deadlines cause

changes in time allocation, which in turn cause changes in performance and subjective evaluation.

They demonstrate each of their results separately by conducting ANOVA of the given metric on

the treatment. However, if time spent on the task affects performance, then we would expect this

to be true even after controlling for assignment to treatment.

We can test for this with a random effects regression of errors found on each task on self-reported

time spent on each task. We report the results of this exercise for both our data and the original

data in Table 2. As can be seen, in the replication data, controlling for treatment, we find that the

number of errors found is significantly positively associated with the self-reported time spent on

each task. In contrast, and surprisingly, after controlling for treatment, there is no such association

in the original data.12

In addition to the relationship between errors found and time, we would also expect to observe

a within-subjects correlation between the errors found on any two tasks i and j. For example, we

10The critical value for significance at the 5% level is at least 3.07 (depending on whether all subjects or only a
subset are included). In all cases, the F−statistic reported is substantially below the threshold, indicating a lack of
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Table 2: Relationship Between Errors Found and Time on Task

Replication Data Original Data

Time Spent on Task 0.138∗∗∗ (0.036) 0.128 (0.203)
Constant 37.363∗∗∗ (6.300) 41.792∗∗∗ (6.191)

Treatment Controls Yes Yes
Num Subjects 54 60
R2 (Overall) 0.233 0.212

Notes: ei denotes the number of errors found in Task i, for i = 1, 2, 3. ∗∗ p < 0.05, ∗∗∗ p < 0.01.

would expect a subject who finds a high number of errors on task 1 to be more likely to find a

high number of errors on task 2 – either because of high effort or high ability. Moreover, we would

expect this correlation to be present regardless of their treatment assignment.

In Table 3 we report the correlations matrices (conditional on the treatment) for both the

original data and also our replication sample for the number of errors found on each task. As can

be seen, in the original data, the correlations are relatively low, sometimes negative and in only

one case is the correlation (between Task 1 and Task 2) significant at the 5% level. On the other

hand, in our replication data, the smallest correlation is 0.821 and in all cases the correlations are

significant at the 1% level or better.13

Table 3: Correlation Matrices on Errors Found Per Task

(a) Replication, No Deadlines

e1 e2 e3

e1 1
e2 0.821∗∗∗ 1
e3 0.842∗∗∗ 0.953∗∗∗ 1

(b) Replication, Endogenous

e1 e2 e3

e1 1
e2 0.922∗∗∗ 1
e3 0.871∗∗∗ 0.894∗∗∗ 1

(c) Replication, Exogenous

e1 e2 e3

e1 1
e2 0.907∗∗∗ 1
e3 0.868∗∗∗ 0.850∗∗∗ 1

(d) Original, No Deadlines

e1 e2 e3

e1 1
e2 0.199 1
e3 -0.167 0.197 1

(e) Original, Endogenous

e1 e2 e3

e1 1
e2 0.483∗ 1
e3 0.427 0.296 1

(f) Original, Exogenous

e1 e2 e3

e1 1
e2 -0.021 1
e3 -0.209 0.244 1

Notes: ei denotes the number of errors found in Task i, for i = 1, 2, 3. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

The above results show that our replication does produce important and sensible associations in

any meaningful treatment effect.
11Only subjects who completed all three tasks completed this survey.
12If we do not control for treatment assignment, then there is a significant positive association in the original data.

However, as argued in the text, the association should be present regardless of one’s assignment to treatment.
13Although not shown, if we restrict attention to only those subjects who submitted all three tasks, the same result

holds in terms of significance, but the correlations are somewhat smaller (though always above 0.68).
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subjects’ behavior, which are not present in the original Ariely and Wertenbroch (2002) data. This

provides us with greater confidence about the robustness of our lack of replication, and suggests

that the lack of replication is not because our data is too noisy or otherwise flawed.

3.2 Further Reanalysis of the Original Data

Give the differences identified thus far, we conducted a deeper reanalysis of the original data and

compared it to our replication data. The details are provided in Appendix B. We simply note here

that there are very stark differences in how subjects report the time spent working on each task.

We find that subjects overwhelmingly report round numbers, while the original data contains very

precise numbers. We also find stark differences in correlations between the subjective measures

elicited after subjects completed the tasks. Specifically, we find consistently positive and highly

significant correlations, while the original data suggests few significant correlations, and correlations

equally likely to be positive or negative.

4 Conclusions

Our results show that the original result of Ariely and Wertenbroch (2002) does not replicate.

To be precise, in our replication, exogenous and evenly spaced deadlines do not improve task

performance. This result complements other studies, notably Bisin and Hyndman (2020) and

Burger et al. (2011), which already hinted at a lack of robustness of the effect of deadlines in Ariely

and Wertenbroch (2002). Furthermore, we show that, in comparison with our replication, the data

in Ariely and Wertenbroch (2002) display some relevant lack of robustness while missing several

sensible important associations in subjects’ behavior.

In fairness, over 20 years have passed between the original study and our replication. As we

noted, because of the lack of original material and further necessitated by technological changes

in the intervening years, there are differences between our replication and the original study. It is

possible that one or more of these differences is responsible for the different results. However, the

changes in design we instituted are, in our opinion, relatively minor. We claim that the changes

in design we instituted would – if anything – encourage more tasks to be completed. Indeed, we

allowed subjects to complete the work online, without requiring subjects to return any tasks in

person, nor did we require them to collect any payments due in person. Furthermore, given the

way we implemented the participation fee, subjects actually had stronger incentives to submit the

tasks – even poor quality work – in order to receive the additional payment. Most importantly, even

considering these potential mitigating factors, our lack of replication still means that the result is

not robust to slight modifications in experimental protocols.

In the end, we would stress that the lack of replication of original result of Ariely and Werten-

broch (2002) implies that the commonly received wisdom that exogenous spaced deadlines are an

effective mechanisms to limit procrastination is possibly false. This leads us to believe that it is

important to go back to the drawing board to develop new testable hypotheses for why deadlines
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might work and, if so, in what contexts. Deadlines play an important role in both educational

institutions and many business practices. A better understanding of their effectiveness could lead

to meaningful improvements in these areas.
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A Comparison of Subjective Metrics between Original and Repli-

cation Data

In the original paper, the authors had subjects complete a survey about how much they enjoyed

the task, how much time they spent on the task, and other subjective measures. For subjects

who submitted all three tasks, we collected similar subjective measurements.14 Table 4a contains

averages by treatment for each metric, while Table 4b conducts the same analysis for the replication

data. In the last row of each sub-table, we report the F−statistic from an ANOVA analysis of the

subjective metric by treatment. As was the case with performance data, there is virtually no

correspondence between the original and replication data sets and, again, we find a general lack

of any significance across all six measures, where the original paper reports significant treatment

effects for four of the six measures.

Table 4: Comparison of Treatments: Subjective Metrics

(a) Original Data

Treatment Time Like Interesting Quality Grammar Ideas

Exogenous 83.95 29.50 19.25 17.25 19.25 25.00
Endogenous 69.90 23.55 23.70 26.30 34.45 32.60
NoDeadlines 50.80 32.50 38.00 41.00 45.00 33.00

ANOVA F (2, 57) 37.817 1.343 5.670 9.677 9.600 0.898

(b) Replication Data (Submitted All Three Tasks)

Treatment Time Like Interesting Quality Grammar Ideas

Exogenous 216.07 75.29 70.14 64.64 63.71 64.93
Endogenous 215.95 57.86 53.33 62.14 60.43 57.95
NoDeadlines 232.47 55.05 47.84 53.21 55.58 56.68

ANOVA F (2, 51) 0.052 1.826 1.839 0.732 0.326 0.304

Finally, note that the original paper discusses conducting their analysis on the average of all

subjective measures:

An analysis of the average subjective evaluation across the five questions revealed a

pattern that was the opposite of the performance results, F (2, 57) = 17.06, p < .001.

[p. 223]

The original dataset contains all five subjective variables as well as a variable called “All Subjec”,

which we would expect to be the average over all subjective measures. However, when we compute

the average directly over the subjective measures, for the 51 of 60 of subjects the absolute difference

14Without access to the source material, it is possible that we did not ask precisely the same questions, but every
effort was made to match the language that was reported in the original paper.
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with the variable “All Subjec” is strictly larger than 0.2. Moreover, whether we use the variable

“All Subjec” or the average that we compute from the data, we cannot replicate the F−statistic

reported above, getting instead 13.91 and 19.04, respectively.

B Deeper Reanalysis of the Original Data

B.1 Focal Points in Reporting Time

In Figure 3 we report histograms of time estimates that subjects provided for each task (assuming

that they finished all tasks and, therefore, the survey. As can be seen in panel (a), subjects in

the original data reported very precise time estimates and only 38 out of 180 (Subject, Task) pairs

ended in a 0 or a 5. In contrast, 145 out of 162 (Subject, Task) pairs reported time estimates

that ended in a 0 or a 5. Another notable difference is that the time estimates are very different

between the original and replication data. In the former, time estimates always ranged from 10 to

45 minutes, while in our study, the time estimates range from 0 to 180 minutes.

Figure 3: Subjects’ Self-Reported Time to Complete Each Task

(a) Original Data (b) Replication Data

B.2 Correlations on Subjective Measures

Table 5 looks at the correlations between subjective measures about the task such as grammar,

the quality of the writing, how interesting the tasks were, etc. Although we have no clear prior

on whether the correlations should be positive or negative for any pairwise correlation, a natural

hypothesis is to expect a similar pattern of correlations between the replication data and the original

data. As can be seen from the table, in terms of significance, the patterns are very different. In

the original data, there are only 4 of 30 possible pairwise correlations that are significant at the

5% level.15 In contrast, for the replication data, 29 of 30 correlations are significant. In terms of

the signs of the correlations, in the original data, 15 out of 30 correlations are negative, while all

30 correlations are positive in the replication data.

15Just by chance, we would expect about 2 significant correlations out of 30.
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Table 5: Correlation Matrices on Subjective Measures of Tasks

(a) Original, No Deadlines

ideas gram. int. like qual.

ideas 1
gram. -0.210 1
int. 0.226 -0.008 1
like -0.0161 -0.548∗ -0.134 1
qual. 0.101 -0.023 -0.321 0.104 1

(b) Replication, No Deadlines

ideas gram. int. like qual.

ideas 1
gram. 0.836∗∗∗ 1
int. 0.598∗∗ 0.483∗ 1
like 0.533∗ 0.335 0.814∗∗∗ 1
qual. 0.746∗∗∗ 0.777∗∗∗ 0.669∗∗ 0.616∗∗ 1

(c) Original, Endogenous

ideas gram. int. like qual.

ideas 1
gram. 0.238 1
int. 0.093 0.771∗∗∗ 1
like 0.571∗∗ 0.214 -0.030 1
qual. -0.278 0.0318 0.139 -0.250 1

(d) Replication, Endogenous

ideas gram. int. like qual.

ideas 1
gram. 0.848∗∗∗ 1
int. 0.876∗∗∗ 0.725∗∗∗ 1
like 0.838∗∗∗ 0.760∗∗∗ 0.967∗∗∗ 1
qual. 0.901∗∗∗ 0.959∗∗∗ 0.757∗∗∗ 0.758∗∗∗ 1

(e) Original, Exogenous

ideas gram. int. like qual.

ideas 1
gram. 0.304 1
int. 0.097 -0.241 1
like 0.295 -0.088 -0.100 1
qual. 0.0637 -0.349 0.479∗ -0.201 1

(f) Replication, Exogenous

ideas gram. int. like qual.

ideas 1
gram. 0.768∗∗ 1
int. 0.840∗∗∗ 0.742∗∗ 1
like 0.793∗∗∗ 0.837∗∗∗ 0.897∗∗∗ 1
qual. 0.785∗∗∗ 0.817∗∗∗ 0.854∗∗∗ 0.898∗∗∗ 1

Notes: “gram.” indicates “grammar”, “int.” indicates “interesting” and “qual.” indicates “quality”. Refer to Appendix A for
more details on these variables. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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