1. 

(a) Consider 6 jobs having the processing times pj, the due-dates dj  and the weights wj of the jobs j=1, ..., 6, given in the table:

	Jobs
	1
	2
	3
	4
	5
	6

	pj
	3
	2
	4
	1
	5
	1

	dj
	5
	7
	12
	18
	6
	7

	wj
	2
	3
	5
	3
	1
	3


Calculate the total weighted completion time, the maximum lateness, and the total weighted tardiness of the following schedule: 4, 2, 6, 3, 1, 5 .


(15)

(b) Explain the meaning of the terms: flow shop, open shop and job shop.

(6)

(c) Which notation would you use for a single machine system with job j entering the system at its release date rj. Preemptions are allowed. The objective to be minimised is the sum of the weighted completion times. 





(4)

Answer

(a) 

Total weighted completion time (wjCj  = 1*3 + 3*3 + 4*3 + 8*5 + 11*2 + 16*1 = 102

Maximum lateness Lmax = 10 (job 5)

Total weighted tardiness  (wjTj = 6*2+ 10*1 = 22

(b) Flow shop denotes a scheduling problem that involves a number of the machines in series and each job has to be processed on each one of the machines. All jobs have the same routing.

Open shop denotes a scheduling problem that involves a number of machines and again each job has to be processed on each of the machines. However, the scheduler determines the route for each job.

Job shop is similar to open shop but each job has its own route that has to be considered.

(c) 1 | rj, prmp | (wjCj  
2. Consider the instance P2 | prmu | (wjTj  with the five jobs whose processing times pj, the due-dates dj  and the weights wj , j=1, ..., 4, are given in the table:

	Jobs
	1
	2
	3
	4

	pj
	13
	9
	10
	8

	dj
	6
	18
	11
	13

	wj
	2
	4
	5
	4


Apply the Genetic Algorithm to the instance. Start with the population of the three sequences 3 2 4 1, 1 2 3 4 , and 4 3 1 2.

Choose as the neighborhood all schedules that can be obtained through adjacent pairwise interchanges. Select the best schedule and two neighbours from its neighbourhood. Replace the two worst schedules with the new ones. Perform two iterations.
(25)
Answer

population: 3 2 4 1, 1 2 3 4 , and 4 3 1 2

j
3
2
4
1

C1,j
10
19
27
40

C2,j
20
29
(29)37
(40)53

(wjTj = 5(9 + 4 11 + 4 24 + 2 47 = 279

j
1
2
3
4

C1,j
13
22
32
40

C2,j
26
35
45
53

(wjTj = 2(20 + 4 17 + 5 34 + 4 40 = 438

j
4
3
1
2

C1,j
8
18
31
40

C2,j
10
(18)28
(31)44
53

(wjTj = 4(3 + 5 17 + 2 38 + 4 35 = 313

population: 3 2 4 1, 3 4 2 1, and 2 3 4 1

j
3
4
2
1

C1,j
10
18
27
40

C2,j
20
28
37
(40)53

(wjTj = 5(9 + 4 15 + 4 19 + 2 47 = 275

j
2
3
4
1

C1,j
9
19
27
40

C2,j
18
(19)29
37
(4)53

(wjTj = 4(0 + 5 18 + 4 21 + 2 47 = 280

population: 3 4 2 1, 4 3 2 1, and 3 4 1 2

j
4
3
2
1

C1,j
8
18
27
40

C2,j
16
(18)28
37
(40)53

(wjTj = 4(3 + 5 17 + 4 19 + 2 47 = 267

j
3
4
1
2

C1,j
10
18
31
40

C2,j
20
28
44
53

(wjTj = 5(9 + 4 15 + 2 35 + 4 38 = 321

best schedule after 2 iterations: 4 3 2 1

3. (a) Give a three room schedule for the instance below:



(19)

	Class
	A
	B
	C
	D
	E
	F
	G

	Periods
	(1, 6, 7)
	(2, 4, 5)
	(3, 5, 8, 9)
	(1, 2)
	(3, 6)
	(7, 8)
	(4, 9)


(b) Describe briefly three possible approaches to solving university timetabling problems. 
 









(6)

Answer

(a)
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	A
	B
	C
	D
	E
	F
	G

	Deg
	3
	3
	4
	2
	2
	2
	2

	Satur
	0
	1
	-
	0
	1
	1
	1

	Deg Un
	
	2
	-
	
	1
	1
	1

	Satur
	0
	-
	-
	1
	1
	1
	2

	Deg Un
	
	
	
	
	
	
	

	Satur
	0
	-
	-
	1
	1
	1
	-

	Deg Un
	
	-
	-
	1
	1
	1
	-

	Satur
	1
	-
	-
	-
	1
	1
	-

	Deg Un
	2
	-
	-
	-
	1
	1
	-

	Satur
	-
	-
	-
	-
	2
	2
	-

	Deg Un
	-
	-
	-
	-
	0
	0
	-

	Satur
	-
	-
	-
	-
	-
	2
	-

	Deg Un
	-
	-
	-
	-
	-
	0
	-


(b) The correct answer should include three approaches from the list:

Sequential methods. These methods order events using domain heuristics and then assign the events sequentially into valid time periods so that no events in the period are in conflict with each other

Cluster methods. In these methods the set of events is split into groups which satisfy hard constraints and then the groups are assigned to time periods to fulfil the soft constraints.

Constraint based approaches. In these methods a timetabling problem is modelled as a set of variables (i.e. events) to which values (i.e. resources such as rooms and time periods) have to be assigned to satisfy a number of constraints

Meta-heuristic methods. Over the last two decades a variety of meta-heuristic approaches such as simulated annealing, tabu search, genetic algorithms and hybrid approaches have been investigated for timetabling. Meta-heuristic methods begin with one or more initial solutions and employ search strategies that try to avoid local optima. All of these search algorithms can produce high quality solutions but often have a considerable computational cost.

Multicriteria approaches to timetabling. . Each criterion expresses the measure of violations of the corresponding constraint.

Case based reasoning. A number of previously solved timetabling problems are stored in a case base. These are used for constructing solutions for new timetabling problems.

4. (a) Find all optimal sequences for the scheduling problem 1 | chain | (wjCj . The processing times pj, and the weights wj of the jobs j=1, ..., 7, are given in the table:

	jobs
	1
	2
	3
	4
	5
	6
	7

	wj
	0
	18
	12
	8
	8
	17
	16

	pj
	3
	6
	6
	5
	4
	8
	9


The jobs are subject to precedence constraints that take the form of chains:

1 ( 2 

3 ( 4 ( 5

6 ( 7












(25)
Answer


1 
( 
2



0/3=0

18/9=2


3 
( 
4 
( 
5 



12/6=2

20/11=1.82
28/15=1.87


 6 
( 
7


17/8=2.125
33/17=1.94


( factor of the first chain = 2, 
job 2


( factor of the second chain = 2, 
job 3


( factor of the third chain = 2.125, 
job 6


job 6 is selected

Schedule: 6


( factor of the first chain = 2, 
job 2


( factor of the second chain = 2, 
job 3



( factor of the remaining part of the third chain = 16/9=1.78, 
job 7

job 2 or 3 can be selected

if job 2 is selected:

Schedule: 6, 1, 2


( factor of the second chain = 2, 
job 3



( factor of the remaining part of the third chain = 1.78, 
job 7


job 3 is selected

Schedule: 6, 1, 2, 3

( factor of the remaining part of the second chain: 8/5=1.6, 16/9=1.78, 
job 5

( factor of the remaining part of the third chain = 1.78, 
job 7

job 5 or 7 can be selected


if job 5 is selected

Schedule: 6, 1, 2, 3, 4, 5, 7


if job 7 is selected

Schedule: 6, 1, 2, 3, 7, 4, 5

if job 3 is selected

Schedule: 6, 3


( factor of the first chain = 2, 
job 2


( factor of the remaining part of the second chain: 8/5=1.6, 16/9=1.78, 
job 5



( factor of the remaining part of the third chain = 1.78, 
job 7


job 2 is selected

Schedule: 6, 3, 1, 2

( factor of the remaining part of the second chain = 1.78, 
job 5

( factor of the remaining part of the third chain = 1.78, 
job 7

job 5 or 7 can be selected


if job 5 is selected

Schedule: 6, 3, 1, 2, 4, 5, 7


if job 7 is selected

Schedule: 6, 3, 1, 2, 7, 4, 5

Here is a weighted completion time of one of the schedules:

jobs 
6
1
2
3
4
5
7

wj 
17
0
18
12
8
8
16

Cj
8
11
17
23
28
32
41

(wjCj = 1854

5. Consider a flow shop problem with five jobs on four machines under the given sequence 1, ..., 5. The processing times pij  of jobs i j=1, ..., 5 on machines  j=1, ... ,4 are given in the table:

	jobs
	1
	2
	3
	4
	5

	p1j
	5
	5
	3
	6
	3

	p2j
	4
	4
	2
	4
	4

	p3j
	4
	4
	3
	4
	1

	p4j
	3
	6
	3
	2
	5


Find the critical path and compute the makespan under the given sequence.
(22)

(b) Explain the meaning of critical paths.





(3)

Answer

(a)











Cmax = 34

(b) A critical path is a chain of jobs whose earliest starting time is equal to the latest starting time. 

6.

(a) List the main modules of a scheduling system.




(3)

(b) List the advantages of a generic and of an application-specific systems for
scheduling. 









(10)

(c) Describe briefly the four different means of representing schedules: the Ghant chart, the dispatch list, the capacity buckets and the throughput diagram.


(12)

Answer

(a) Main moduls of a scheduling system are:

1. Databases / object bases / knowledge bases

2. Schedule generation

3. User interface

(b) Generic systems usually contain less specific components: interface, data management, and standard scheduling algorithms. Their development is less expensive. The advantage of general systems is that it is possible to rely on the existing maintenance. However, the customisation of general systems may require a lot of programming. If the generic system is modular the customisation is easier.

Application-specific systems are more appropriate when the size of the scheduling problem is too large for a PC for which usually generic systems are implemented. However the development starts from scratch. They cover peculiarity of the scheduling environment. The disadvantage is that the company has to organise its own maintenance. Schedule manipulation is usually easier and faster.

(c) Gantt chart is most popular form of representing schedules. It shows on x-axis the time and on y-axis various machines and jobs processed on them. 

Dispatch list shows a list of the jobs to be processed on each machine in the order in which they are to be processed. 

Capacity bucket shows numerically for each time segment the utilisation of each machine 

Input-output diagram (throughput diagram) shows cumulatively over time 
the total amount of orders received, the total amount produced, the total amount shipped etc.

C





A





B





G





F





D





E





3





3





6





5





5





25





22





19





19





13





13





10





10





4





2





4





4





4





28





27





23





23





19





16





14





14





9





10





1





3





4





4





4





29





28





27





27





23





21





18





18





14





13





5





3





6





3





2





16





21





24





24





27





27





34





34





29





29








PAGE  
1
Automated Scheduling, School of Computer Science and IT, University of Nottingham


