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BACKGROUND. Multiple commercial and open-source software applications are 
available for texture analysis. Nonstandard techniques can cause undesirable variability 
that impedes result reproducibility and limits clinical utility.

OBJECTIVE. The purpose of this study is to measure agreement of texture metrics 
extracted by six software packages.

METHODS. This retrospective study included 40 renal cell carcinomas with con-
trast-enhanced CT from The Cancer Genome Atlas and Imaging Archive. Images were 
analyzed by seven readers at six sites. Each reader used one of six software packages to 
extract commonly studied texture features. Inter- and intrareader agreement for seg-
mentation was assessed with intraclass correlation coefficients (ICCs). First-order (avail-
able in six packages) and second-order (available in three packages) texture features 
were compared between software pairs using Pearson correlation.

RESULTS. Inter- and intrareader agreement was excellent (ICC, 0.93–1). First-order 
feature correlations were strong (r ≥ 0.8, p < .001) between 75% (21/28) of software pairs 
for mean intensity and SD, 48% (10/21) for entropy, 29% (8/28) for skewness, and 25% 
(7/28) for kurtosis.  Of 15 second-order features, only cooccurrence matrix correlation, 
gray-level nonuniformity, and run-length nonuniformity showed strong correlation be-
tween software packages (r = 0.90–1, p < .001).

CONCLUSION. Variability in first- and second-order texture features was common 
across software configurations and produced inconsistent results. Standardized algo-
rithms and reporting methods are needed before texture data can be reliably used for 
clinical applications.

CLINICAL IMPACT. It is important to be aware of variability related to texture soft-
ware processing and configuration when reporting and comparing outputs.
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Quantitative imaging techniques are valuable for the diagnosis and management of 
disease [1]. Texture analysis is performed through extraction and statistical analysis of pix-
el intensity and position data. Several investigations have shown that texture features may 
be valuable for the analysis of renal masses, including differentiation of benign from ma-
lignant lesions [2–5], prediction of renal cell carcinoma grade [6–9], gene mutation [10], 
and response to therapy in metastatic renal cell carcinoma [11]. Texture analysis has also 
been used to evaluate pathology in other organ systems, including the liver, pancreas, 
bowel, and lung [12].

Potential sources of variation in texture analysis include image acquisition parame-
ters, segmentation methods, image postprocessing algorithms, and methods of statisti-
cal analysis [13–15]. A variety of texture software packages are available that apply imag-
ing filters to remove noise, enhance edges, standardize gray-levels, and allow selection of 
fine, medium, or coarse texture features [12]. Software packages have variable control of 
settings, algorithms, and quality of available documentation, making it difficult to com-
pare texture outputs across studies [12].

First-order texture features are determined according to histogram analysis of pixel in-
tensities, whereas second-order texture features involve statistical analysis of patterns of 
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spatial distribution of intensity levels in a neighborhood [12]. Vari-
ability in computations and lack of standardization may impede 
the reproducibility of outputs across software platforms. Histori-
cal lack of standards for texture analysis is a recognized challenge 
for clinical implementation [16]. Outputs must be evaluated to 
ensure they can serve as standardizable biomarkers usable in 
clinical practice or clinical trials [17].

The purpose of this investigation was to measure the agree-
ment of texture features extracted from six commercial and 
open-source software packages using the same CT dataset of 
clear cell renal cell carcinoma (ccRCC).

Methods
Patient Selection

Institutional review board approval was not required because 
retrospective data were retrieved from The Kidney Renal Clear 
Cell Carcinoma database, a publicly available dataset of de-iden-
tified images and clinical data from The Cancer Genome Atlas 
and The Cancer Imaging Archive [18, 19]. Contrast-enhanced CT 
scans in the nephrographic phase with 2.5-mm slices were in-
cluded. Twenty patients with low-grade ccRCC (Fuhrman grade 
1 or 2) and 20 patients with high-grade ccRCC (Fuhrman grade 3 
or 4) were randomly selected for inclusion in this study. Patient 
demographics and tumor characteristics are provided in Table 1.

Multiplatform, Multisite Analysis
This study was conducted by members of the Society of Ab-

dominal Radiology Disease Focused Panel on Renal Cell Car-
cinoma. A total of six texture software packages were used 
in this study, including FireVoxel (Build 339), TexRAD (version 
3.9.2867.1553, Feedback Medical), Liver Fat Quantification (LFQ 
version 1.0, Liver Nodularity), ImageJ (version 1.52h, National In-
stitutes of Health) with a locally developed plug-in to extract en-
tropy [20], MaZda (version 4.6, Institute of Electronics, Technical 
University of Lodz), and 3D Slicer (version 4.8.1) with a radiom-
ics extension based on the Pyradiomics library, which will be re-
ferred to as 3D Slicer [21, 22]. Sites were assigned the software ac-
cording to preexisting availability, with the exception of 3D Slicer, 
which was specifically downloaded for a site without an existing 
texture analysis software.

Image Preparation
An abdominal imaging fellow (A.T.) used FireVoxel to manual-

ly perform a 2D segmentation of each renal mass on a single ax-
ial CT slice on which the mass was largest (Fig. 1). Screenshots of 
masses with ROIs and CT DICOM files were distributed to each 
site. Because of intersoftware incompatibility regarding ROI file 
formats, it was not possible to export segmentation masks and 
import them into all remaining software, which would have elim-
inated any variability related to manual segmentation.

Image Segmentation
Inter- and intrareader agreement for the tumor segmentation 

process was assessed to confirm that segmentation is not a sig-
nificant source of variability. LFQ was used by two independent 
readers (A.M.K. and R.M.) and TexRAD was used by two indepen-
dent readers (A.B.S. and R.V.) to evaluate for interreader agree-
ment. FireVoxel was used by the same reader (A.T.) in two sepa-
rate sessions to assess for intrareader agreement.

Texture Analysis
Four of the readers were board-certified radiologists (M.S.D., 

N.S., A.B.S., and R.V.), one was an abdominal imaging fellow (A.T.), 

Key Finding

	 Six texture software packages using the same CT data 
produced variable results for first-order features, with 
strong correlations in 75% of software pairs for mean 
intensity and SD, 48% for entropy, 29% for skewness, 
and 25% for kurtosis. Three of 15 second-order texture 
features showed strong correlations.

Importance

	Variability in texture software outputs highlights the 
importance of efforts to standardize approaches to 
analysis and using caution when comparing results 
from different software.

HIGHLIGHTS

TABLE 1: Patient Demographics and Tumor Characteristics

Characteristic

Fuhrman Grade of ccRCC

Total (n = 40)1–2 (n = 20) 3–4 (n = 20)

Age (y), mean ± SD 56 ± 6.5 58 ± 13.9 57 ± 10.7

Sex

Male 11 (55) 14 (70) 25 (62)

Female 9 (45) 6 (30) 15 (38)

Location of mass

Right side 7 (35) 14 (70) 21 (52)

Left side 13 (65) 6 (30) 19 (48)

Diameter (cm), mean ± SD 5.0 ± 2.5 7.0 ± 2.6 6.0 ± 2.8

Note—Unless otherwise indicated, values are number (%). ccRCC = clear cell renal cell carcinoma.
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two were medical researchers (A.M.K. and R.M.) and one was a 
doctoral research scientist (R.T). Details regarding the software 
settings to apply were distributed to all the readers by the study 
leader (A.M.D.), who is a board-certified radiologist who has con-
ducted prior research in texture analysis. Readers performed the 
following tasks using their assigned texture package for each 
mass: loaded the provided DICOM slice into the texture software, 
used the provided screen shot as a guide to perform a 2D seg-
mentation of the mass and avoid the edges, performed texture 
analysis without application of any additional image filters if pro-
vided with the option (recognizing that filters could potentially 
be applied automatically without user control), set a distance fac-
tor of 1 pixel for software capable of second-order metrics, and 
sent the texture metric output files back to the data manager. For 
the site using MaZda and ImageJ, segmentations were performed 
in ImageJ and feature extraction was performed in MaZda using 

a previously established pipeline that has been used for evalua-
tion of renal masses [5, 23]. For 3D Slicer and FireVoxel, bin width 
value was set to 5 and the option to enforce symmetric gray-level 
cooccurrence matrix (GLCM) was checked. For TexRAD, the Solid-
Lesion_CT algorithm and polygon ROI settings were used. MaZ-
da normalization was set to default. For ImageJ, the automatic 
binning option was selected and the maximum number of bins 
was set at 256. Otherwise, default software settings were used 
and no additional image normalization techniques were applied.

Data Review and Normalization
The output metrics from each software were reviewed to iden-

tify common metrics that could be compared across programs. 
An initial review of the output data from each software pack-
age was performed to determine whether normalization was re-
quired. If there was a consistent trend of data variability among 
the output metrics from each software, imaging DICOM data and 
available software manuals were reviewed to identify any em-
bedded data conversions used in the calculations. Normalization 
consisted of applying an offset or a scaling factor when applica-
ble (see Results for details). If normalization was not applicable, 
comparison of results included all outliers. Normalized and un-
corrected first-order data are provided in Table 2.

Software Agreement
For each mass and each texture feature, the median value was 

computed. A relative percentage difference from the median was 
computed as 100 times the absolute value of V minus Vm divided 
by Vm (100 |V – Vm| / Vm), where Vm was the median of all software 
outputs and V was the output from an individual software pro-

Fig. 1—Screen shot 
of ROI (red area) 
over mass in right 
kidney on single 
axial CT slice. ROI 
was manually drawn, 
avoiding edge on CT 
slice on which tumor 
was largest.

TABLE 2: Mean Intensity and SD of 40 Renal Masses Stratified by Texture Software Package With 
Uncorrected and Normalized Values

First-Order Feature FireVoxel

TexRAD LFQ

ImageJ MaZda 3D SlicerReader 1 Reader 2 Reader 1 Reader 2

Mean intensity (HU)

Uncorrected 256.01  
(366.08)

257.18  
(366.32)

257.18  
(365.62)

256.07  
(366.09)

256.40  
(366.04)

256.51  
(365.62)

171.28  
(20.37)

257.02  
(365.99)

Normalized 102.41 (25.66) 103.58 (24.66) 103.58 (24.61) 103.22 (25.66) 101.84 (25.99) 103.03 (25.88) 171.28 (20.37) 103.42 (25.39)

SD (uncorrected) 38.76 (8.65) 40.37 (7.44) 41.51 (6.92) 38.85 (8.79) 38.61 (8.64) 38.43 (8.40) 21.82 (7.43) 39.88 (7.89)

Entropy (uncorrected) 4.06 (0.19) 4.89 (0.34) 4.91 (0.33) 6.97 (0.54) 6.97 (0.53) 6.85 (0.49) No data 4.94 (0.31)

Kurtosis

Uncorrected 0.62 (3.73) 0.98 (3.52) 1.36 (3.85) 3.29 × 10–6  
(6.96 × 10–6)

3.32 × 10–6  
(6.88 × 10–6)

–0.14 (0.55) 0.05 (0.57) 3.77 (3.17)

Normalized 3D Slicer and 
rescaled LFQ

0.62 (3.73) 0.98 (3.52) 1.36 (3.85) 0.33 (0.70) 0.33 (0.70) –0.14 (0.55) 0.05 (0.57) 0.77 (3.17)

Skewness 

Uncorrected –0.11 (0.58) –0.20 (0.58) –0.24 (0.66) –4.80 × 10–6 
(2.10 × 10–6) 

–4.86 × 10–6 
(2.06 × 10–6)

0.60 (3.69) –0.16 (0.41) –0.16 (0.53)

Rescaled LFQ –0.11 (0.58) –0.20 (0.58) –0.24 (0.66) –0.48 (2.12) –0.49 (2.09) 0.60 (3.69) –0.16 (0.41) –0.16 (0.53)

Note—Numbers are means with SD in parentheses. FireVoxel = FireVoxel Build 339; TexRAD = TexRAD version 3.9.2867.1553, Feedback Medical; LFQ = Liver Fat 
Quantification version 1.0, Liver Nodularity; ImageJ = ImageJ version 1.52h, National Institutes of Health with a locally developed plug-in to extract entropy; MaZda = 
MaZda version 4.6, Institute of Electronics, Technical University of Lodz; 3D Slicer = 3D Slicer version 4.8.1 with a radiomics extension based on the Pyradiomics library.
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gram. There were instances in which skewness or kurtosis for a 
tumor had both negative and positive values depending on the 
software. To maintain positive values for the magnitude of the 
difference ratio, the absolute value was used. Mean percentage 
difference of all masses was computed for each texture measure 
and software program.

Intersoftware agreement of first-order texture features was also 
assessed in terms of relative agreement using the Pearson correla-
tion between results produced by each pair of software packages. 
A total of 61 correlations were tested for each pair of software pack-
ages. As a result, correlations for each pair would remain significant 
after a Bonferroni multiple comparison correction only if associat-
ed with a p value less than .05 / 61, or approximately 0.00082. Re-
sults were considered significant at the Bonferroni corrected sig-
nificance level if the p value was less than .001. The Pearson rank 
correlation was used to compare second-order texture metric out-
puts from FireVoxel, MaZda, and 3D Slicer. Correlations, when pos-
itive, were considered strong (r ≥ 0.8), moderate (r ≥ 0.5 and < 0.8), 
weak (r ≥ 0.2 and < 0.5), or uncorrelated (r < 0.2) [24].

Inter- and Intrareader Agreement
For the two readers using TexRAD, two readers using LFQ, and 

single reader using FireVoxel twice, interreader and intrareader 
agreement were calculated by intraclass correlation coefficient 
(ICC) for absolute (literal) agreement among single measures. ICC 
values were considered to reflect poor, moderate, good, or excel-
lent reliability according to values of less than 0.5, 0.5–0.74, 0.75–
0.9, and greater than 0.9, respectively [25]. 

Statistical tests were conducted using SAS 9.4 software (SAS 
Institute) and MedCalc (version 19.5.1). Two-sided 5% significance 
levels were used for tests without Bonferroni correction. Correla-
tion matrix figures were generated using Displayr (Displayr).

Results
Data Inventory

Mean intensity, SD, skewness, and kurtosis were available for 
all software programs. Entropy was available for all except MaZ-

da. Second-order texture features that were precisely document-
ed for MaZda, FireVoxel, and 3D Slicer were included (n = 15): joint 
energy (angular second moment), contrast, cooccurrence matrix 
correlation, sum of squares, inverse difference moment, sum av-
erage, sum entropy, joint entropy, difference variance, difference 
entropy, gray-level nonuniformity, run percentage (average frac-
tion), long-run emphasis, run-length nonuniformity, and short-
run emphasis.

Segmentation Interreader and Intrareader Agreement
There was excellent agreement between the two independent 

readers using TexRAD (ICC, 0.93–0.99), two independent readers 
using LFQ (ICC, 0.99 for all measures), and single reader using Fi-
reVoxel twice (ICC, 0.98–1).

First-Order Texture Metric Comparison
Mean intensity—Initial review of the mean intensity showed that 

values were approximately 1024 HU greater for the same six mass-
es in TexRAD, LFQ, ImageJ, FireVoxel, and 3D Slicer. This was like-
ly because of a rescale intercept setting in a DICOM tag. For these 
instances, the data were normalized by subtracting 1024 HU from 
the reported mean value. The relative percentage difference from 
the median was 71.59% for MaZda but was 1.09–2.14% for the re-
maining packages (Table 3). The Pearson correlation matrix of 
means produced by each pair of software packages is shown in 
Figure 2. Correlations were strong for 75% (21/28) of software pairs 
and moderate for 25% (7/28). FireVoxel, ImageJ, LFQ, 3D Slicer, and 
TexRAD showed strong correlations (r = 0.96–1). Correlations were 
moderate between MaZda and all the other packages (r = 0.72–
0.77). These correlations were all statistically significant (p < .001).

SD—The MaZda platform reported variance, which was con-
verted to SD by taking the square root. SD values from MaZda 
were outliers, and no data normalization techniques were ap-
plied. Percentage difference from the median for MaZda was 
43.46%. The remaining programs showed differences of 1.14–
9.03% (Table 3). Pearson correlations were strong and significant 
(r = 0.87–1, p < .001) for 75% (21/28) of software pairs, but weak 

TABLE 3: Relative Percentage Difference From Cross-Platform Median Stratified by Texture 
Software Package

Platform Mean Intensity SD Entropy Kurtosis Skewness

FireVoxel 1.36 1.14 18.77 428.08 46.28

TexRAD

Reader 1 1.69 5.05 2.50 298.73 60.01

Reader 2 2.14 9.03 2.06 342.85 79.13

LFQ

Reader 1 2.02 1.14 39.03 115.31 136.53

Reader 2 2.13 1.21 38.98 117.74 119.52

ImageJ 1.58 2.04 36.69 504.76 408.00

MaZda 71.59 43.46 No data 450.07 25.22

3D Slicer 1.09 3.51 1.36 289.73 49.25

Note—FireVoxel = FireVoxel Build 339; TexRAD = TexRAD version 3.9.2867.1553, Feedback Medical; LFQ = Liver Fat Quantification version 1.0, Liver Nodularity; ImageJ = 
ImageJ version 1.52h, National Institutes of Health with a locally developed plug-in to extract entropy; MaZda = MaZda version 4.6, Institute of Electronics, Technical 
University of Lodz; 3D Slicer = 3D Slicer version 4.8.1 with a radiomics extension based on the Pyradiomics library.
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and nonsignificant after Bonferroni correction (r = 0.43–0.49, p = 
.001–.005) for 25% (7/28) (Fig. 3). 

Entropy—MaZda did not provide entropy data. Percent differ-
ences from the median ranged from 18.77 to 39.03% for FireVox-
el, LFQ, and ImageJ and ranged from 1.36 to 2.50% for 3D Slicer 
and TexRAD (Table 3). Pearson correlations were strong and sig-
nificant (r = 0.84–1, p < .001) for 48% (10/21) of software pairs and 

moderate and significant (r = 0.62–0.78, p < .001) for 29% (6/21) 
(Fig. 4). Correlations were weak and nonsignificant (r = 0.28–0.29, 
p = .07–.09) for 24% (5/21) of software pairs.

Kurtosis—Initial data review showed that kurtosis values from 
3D Slicer were approximately 3 units greater than data from 
other packages. Documentation for the 3D Slicer radiomics ex-
tension indicates that the Image Biomarker Standardization Ini-

Fig. 2—Pearson correlation matrix of mean intensity 
produced by each pair of software packages. 
Numbers after name of package indicate reader 1 or 
2. FireVoxel = FireVoxel Build 339; TexRAD = TexRAD 
version 3.9.2867.1553, Feedback Medical; LFQ = 
Liver Fat Quantification version 1.0, Liver Nodularity; 
ImageJ = ImageJ version 1.52h, National Institutes 
of Health with locally developed plug-in to extract 
entropy; MaZda = MaZda version 4.6, Institute of 
Electronics, Technical University of Lodz; 3D Slicer 
= 3D Slicer version 4.8.1 with radiomics extension 
based on Pyradiomics library.

Fig. 3—Pearson correlation matrix of SD produced 
by each pair of software packages. Numbers after 
name of package indicate reader 1 or 2. FireVoxel 
= FireVoxel Build 339; TexRAD = TexRAD version 
3.9.2867.1553, Feedback Medical; LFQ = Liver Fat 
Quantification version 1.0, Liver Nodularity; ImageJ 
= ImageJ version 1.52h, National Institutes of Health 
with locally developed plug-in to extract entropy; 
MaZda = MaZda version 4.6, Institute of Electronics, 
Technical University of Lodz; 3D Slicer = 3D Slicer 
version 4.8.1 with radiomics extension based on 
Pyradiomics library.
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tiative (IBSI) definition of kurtosis involves subtracting by 3 to 
center on 0 for normal distributions, whereas with Pyradiomics 
kurtosis is not corrected [26]. Therefore, results from 3D Slicer 
were corrected by subtracting 3.

Kurtosis values from LFQ were on the order of 10–4, and nor-
malization was achieved by rescaling by multiplying each value 
by 104. Percent differences from the median for all software pack-

ages ranged from 115.31–504.76% (Table 3). Correlations were 
strong and significant (r = 0.96–1, p < .001) for 25% (7/28) of soft-
ware pairs, and moderate and significant (r = 0.64–0.72, p < .001) 
for 21% (6/28). Correlations were weak (r = 0.20–0.45) for 26% 
(10/28) of software pairs and uncorrelated (r = –0.16 to 0.13) for 
18% (5/28); these relationships were not significant after Bonfer-
roni correction (p = .003–.74) (Fig. 5).

Fig. 4—Pearson correlation matrix of entropy 
produced by each pair of software packages. 
Numbers after name of package indicate reader 1 or 
2. FireVoxel = FireVoxel Build 339; TexRAD = TexRAD 
version 3.9.2867.1553, Feedback Medical; LFQ = 
Liver Fat Quantification version 1.0, Liver Nodularity; 
ImageJ = ImageJ version 1.52h, National Institutes 
of Health with locally developed plug-in to extract 
entropy; 3D Slicer = 3D Slicer version 4.8.1 with 
radiomics extension based on Pyradiomics library.

Fig. 5—Pearson correlation matrix of kurtosis 
produced by each pair of software packages. 
Numbers after name of package indicate reader 1 or 
2. FireVoxel = FireVoxel Build 339; TexRAD = TexRAD 
version 3.9.2867.1553, Feedback Medical; LFQ = 
Liver Fat Quantification version 1.0, Liver Nodularity; 
ImageJ = ImageJ version 1.52h, National Institutes 
of Health with locally developed plug-in to extract 
entropy; MaZda = MaZda version 4.6, Institute of 
Electronics, Technical University of Lodz; 3D Slicer 
= 3D Slicer version 4.8.1 with radiomics extension 
based on Pyradiomics library.
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Skewness—Initial data review showed that skewness values 
for LFQ were on the order of 10–4 and therefore were rescaled 
by multiplying each value by 104. Percentage differences ranged 
from 25.22% to 408.00% (Table 3). Correlations were strong and 
significant (r = 0.82–1, p < .001) for 29% (8/28) of software pairs 
and moderate (r = 0.52–0.78, p < .001) for 61% (17/28). Results 
were uncorrelated (r = 0.11–0.13, p = .49–.54) for 11% (3/28) (Fig. 6).

Second-Order Texture Features
Comparison of mean outputs produced by the packages 

are provided in Table 4, and results of correlation tests for sec-
ond-order texture features are listed in Table 5. Most (12/15) fea-
tures showed very strong (r > 0.95, p < .001) correlations between 
3D Slicer and FireVoxel. Most results from these two packag-
es showed weak or no correlation to MaZda results. Only cooc-
currence matrix correlation, gray-level nonuniformity, and run-
length nonuniformity showed strong correlation between all 
three packages (r = 0.90–1.00; p < .001).

Discussion
Our multicenter multiplatform study showed that texture fea-

tures are inconsistent across software platforms. This is problem-
atic because quantitative measures must be reliable and stan-
dardized to be considered clinically relevant. Simple features 
with unambiguous definitions (e.g., mean intensity) showed 
unexpected variability. Mean intensity was approximately 1024 
HU greater in some masses, likely related to a rescale intercept 
setting in the DICOM data. Mean intensity reported by MaZda, 
which was initially developed for MRI analysis, was not highly cor-
related to other packages, possibly because of a default normal-

ization step, inability to import negative pixel values, or lack of 
utilization of DICOM tag information [27].

Although all software packages reported first-order kurto-
sis, 3D Slicer used a computation that did not implement excess 
kurtosis and required a correction. This variability highlights the 
importance of exploring differences of feature nomenclature or 
nonconventional computations. A minority (3/15) of second-or-
der features showed strong correlations between FireVoxel, 3D 
Slicer, and MaZda. Liang et al. [28] found that first-order and 
GLCM features showed greater correlation than gray-level run-
length matrix and gray-level size-zone matrix features. The au-
thors suggested the greater reliability of first-order features is 
because higher-order textural features are sensitive to prepro-
cessing steps.

Potential sources of variability encountered during our 
cross-platform analysis included image filtration, data scaling, 
data normalization, histogram binning, and unique mathemat-
ic algorithms. Software platforms may offer variable user control 
of these parameters. Gray-level intensities can be organized into 
discrete bins by choosing either a fixed number or size of bins, 
and texture values can be impacted by the method used [29–31]. 
Schwier et al. [32] found that repeatability of radiomic features of 
prostate tumors on MRI is sensitive to processing parameters. Foy 
et al. [27] compared outputs from four software packages and 
found that first- and second-order features showed differenc-
es because of variations in image importation and preprocess-
ing, algorithm implementation, feature naming conventions, and 
gray-level cooccurrence matrix parameters.

There is a recognized need for standardization in texture 
analysis before it can be applied in clinical practice [12]. Investi-

Fig. 6—Pearson correlation matrix of skewness 
produced by each pair of software packages. 
Numbers after name of package indicate reader 1 or 
2. FireVoxel = FireVoxel Build 339; TexRAD = TexRAD 
version 3.9.2867.1553, Feedback Medical; LFQ = 
Liver Fat Quantification version 1.0, Liver Nodularity; 
ImageJ = ImageJ version 1.52h, National Institutes 
of Health with locally developed plug-in to extract 
entropy; MaZda = MaZda version 4.6, Institute of 
Electronics, Technical University of Lodz; 3D Slicer 
= 3D Slicer version 4.8.1 with radiomics extension 
based on Pyradiomics library.
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gators must exercise caution when comparing numeric values 
across software packages unless processing details and configu-
rations are known. Lack of reproducibility and validation of quan-
titative imaging studies is a recognized limitation of radiomics. 
The Image Biomarker Standardization Initiative (IBSI) seeks to es-

tablish standards including nomenclature, benchmarks, and re-
porting guidelines [33].

Our study had several limitations. Intrareader agreement was 
tested for one reader and on one platform. Although manual seg-
mentation can be a potential source of variation [34], our study 

TABLE 4: Mean (SD) of Second-Order Texture Features and the Test for Equality of the Means

Feature

Mean (SD)
3D Slicer – 

Mazda
MaZda– 
FireVoxel

3D Slicer– 
FireVoxel

3D Slicer Mazda FireVoxel Mean pa Mean pa Mean pa

GLCM contrast 50.32 (26.14) 6.35 (4.15) 11.9 (6.3) 43.96 < .001 –5.51 .26 38.44 < .001

GLCM correlation 0.59 (0.18) 0.58 (0.20) 0.58 (0.19) 0.01 .91 –0.00 .99 0.01 .95

Difference entropy 3.80 (0.34) 0.71 (0.15) 2.83 (0.33) 3.09 < .001 –2.11 < .001 0.97 < .001

Difference variance 19.02 (9.80) 2.45 (1.49) 4.45 (2.23) 16.57 < .001 –2.00 .28 14.57 < .001

Gray-level nonuniformity 134.2 (116.1) 319.3 (304.5) 222.0 (199.0) –185.1 < .001 97.4 .12 –87.8 .18

Inverse difference moment 0.18 (0.04) 0.43 (0.13) 0.32 (0.07) –0.24 < .001 0.11 < .001 –0.14 < .001

Joint energy 0.0027 (0.0018) 0.0300 (0.0442) 0.0098 (0.0055) –0.0271 < .001 0.0201 .02 –0.0071 .43

Joint entropy 8.93 (1.57) 1.87 (0.36) 7.26 (0.62) 7.06 < .001 –5.40 < .001 1.66 < .001

Long-run emphasis 1.22 (0.07) 2.34 (2.07) 1.51 (0.19) –1.12 < .001 0.83 .007 –0.29 .53

Run-length nonuniformity 3263.4 (2918.8) 1951.4 (1972.4) 2379.6 (2222.1) 1312.0 .04 –428.2 .70 883.7 .23

Run percentage 0.94 (0.02) 0.80 (0.11) 0.87 (0.04) 0.13 < .001 –0.08 < .001 0.06 < .001

Short-run emphasis 0.95 (0.01) 0.84 (0.09) 0.90 (0.03) 0.11 < .001 –0.06 < .001 0.05 < .001

Sum average 62.39 (16.18) 43.67 (5.10) 41.36 (5.03) 18.73 < .001 2.31 .57 21.03 < .001

Sum entropy 5.72 (0.34) 1.24 (0.20) 4.66 (0.35) 4.48 < .001 –3.43 < .001 1.06 < .001

Sum of squares 65.16 (25.23) 8.37 (4.52) 15.11 (6.22) 56.79 < .001 –6.75 .12 50.04 < .001

Note—3D Slicer = 3D Slicer version 4.8.1 with a radiomics extension based on the Pyradiomics library; MaZda = MaZda version 4.6, Institute of Electronics, Technical 
University of Lodz; FireVoxel = FireVoxel Build 339. GLCM = gray-level cooccurrence matrix.

aAdjusted p values were calculated with analysis performed using three-group ANOVA followed by Tukey range post hoc test to identify comparisons of means that are 
significantly different.

TABLE 5: Pearson Correlation (r) and Significance Level (p) Between MaZda, 3D Slicer, and FireVoxel 
for Second-Order Texture Metrics

Measure

MaZda vs 3D Slicer 3D Slicer vs FireVoxel FireVoxel vs MaZda

r p r p r p

Contrast 0.69 < .001 0.99 < .001 0.68 < .001

Cooccurrence matrix correlation 0.97 < .001 0.98 < .001 0.98 < .001

Difference entropy 0.45 .004 0.99 < .001 0.43 .005

Difference variance 0.67 < .001 0.97 < .001 0.66 < .001

Gray-level nonuniformity 0.90 < .001 1.00 < .001 0.91 < .001

Inverse difference moment 0.41 .009 0.99 < .001 0.39 .01

Joint energy –0.06 .71 0.78 .14 0.17 .31

Joint entropy –0.03 .84 0.24 < .001 0.28 .08

Long-run emphasis 0.18 .25 0.98 < .001 0.19 .23

Run-length nonuniformity 0.93 < .001 0.99 < .001 0.92 < .001

Run percentage 0.29 .07 0.98 < .001 0.30 .06

Short-run emphasis 0.29 .07 0.98 < .001 0.30 .06

Sum average –0.03 .87 0.08 .62 0.74 < .001

Sum entropy 0.41 .008 0.98 < .001 0.39 .01

Sum of squares 0.52 .001 0.96 < .001 0.53 < .001

Note—MaZda = MaZda version 4.6, Institute of Electronics, Technical University of Lodz; 3D Slicer = 3D Slicer version 4.8.1 with a radiomics extension based on the 
Pyradiomics library; FireVoxel = FireVoxel Build 339. 
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showed excellent inter- and intrareader agreement for the tested 
readers and platforms, indicating that manual segmentation was 
not a significant component of variation. Detailed manuals or 
source codes were not available for all software packages, mak-
ing it challenging to explain differences in some of the measures. 
Some software packages did not allow user control of certain set-
tings, making it difficult to standardize the processing. In particu-
lar, a variety of gray-level discretization methods were provided, 
which could impact consistency of certain measures, especially 
entropy and second-order features.

In conclusion, our results show variation in how software pack-
ages process image data and compute texture features. Inves-
tigators must exercise caution when comparing results from 
studies using different software packages. Future radiomic in-
vestigations should report image processing steps, software set-
tings, and any nonconventional computations used.
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