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Abstract

We consider the damped nonlinear wave (NLW) equation driven by a
spatially regular white noise. Assuming that the noise is non-degenerate
in all Fourier modes, we establish a large deviations principle (LDP) for
the occupation measures of the trajectories. The lower bound in the
LDP is of a local type, which is related to the weakly dissipative na-
ture of the equation and seems to be new in the context of randomly
forced PDE’s. The proof is based on an extension of methods developed
in [JNPS] and [JNPS14] in the case of kick forced dissipative PDE’s with
parabolic regularisation property such as, for example, the Navier—Stokes
system and the complex Ginzburg-Landau equations. We also show that a
high concentration towards the stationary measure is impossible, by prov-
ing that the rate function that governs the LDP cannot have the trivial
form (i.e., vanish on the stationary measure and be infinite elsewhere).
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0 Introduction

This paper is devoted to the study of the large deviations principle (LDP) for
the occupation measures of the stochastic nonlinear wave (NLW) equation in a
bounded domain D C R? with a smooth boundary dD:

O2u + yOu — Au+ f(u) = h(z) +I(t,x), ulop =0, (0.1)
[1(0),4(0)] = [uo, ua].

Here v > 0 is a damping parameter, h is a function in H}(D), and f is a
nonlinear term satisfying some standard dissipativity and growth conditions
(see (1.1)-(1.3)). These conditions are satisfied for the classical examples f(u) =
sinwand f(u) = |u|?u—Au, where A € Rand p € (0,2), coming from the damped
sine-Gordon and Klein-Gordon equations. We assume that 9(¢,z) is a white
noise of the form

U(t ) = 0&(t,x), &(tz) = ijﬂj(t)ej(x)v (0.3)
j=1

where {8;} is a sequence of independent standard Brownian motions, the set
of functions {e;} is an orthonormal basis in L?(D) formed by eigenfunctions



of the Dirichlet Laplacian with eigenvalues {);}, and {b;} is a sequence of real
numbers satisfying

By = AbS < oo, (0.4)

Jj=1

We denote by (ug, Py), us = [us, 0] the Markov family associated with this
stochastic NLW equation and parametrised by the initial condition u = [ug, u1].
The exponential ergodicity for this family is established in [Marl4], this result
is recalled below in Theorem 1.1.

The LDP for the occupation measures of randomly forced PDE’s has been
previously established in [Gou07b, Gou07a] in the case of the Burgers equation
and the Navier—Stokes system, based on some abstract results from [Wu01]. In
these papers, the force is assumed to be a rough white noise, i.e., it is of the
form (0.3) with the following condition on the coefficients:

cj > <b; < C’j_%_s, % <a<l, cece (0,@— ;] )
In the case of a perturbation which is a regular random kick force, the LDP is
proved in [JNPS, JNPS14] for a family of PDE’s with parabolic regularisation
(such as the Navier—Stokes system or the complex Ginzburg—Landau equation).
See also [JNPS15] for the proof of the LDP and the Gallavotti-Cohen principle
in the case of a rough kick force.

The aim of the present paper is to extend the results and the methods of these
works under more general assumptions on both stochastic and deterministic
parts of the equations. The random perturbation in our setting is a spatially
regular white noise, and the NLW equation is only weakly dissipative and lacks
a regularising property. In what follows, we shall denote by w the stationary
measure of the family (u;,P,), and for any bounded continuous function 1 :
H}(D) x L*(D) — R, we shall write (1, u) for the integral of ¢ with respect
to . We prove the following level-1 LDP for the solutions of problem (0.1), (0.3).

Main Theorem. Assume that conditions (0.4) and (1.1)-(1.3) are verified
and b; > 0 for all j > 1. Then for any non-constant bounded Hélder-continuous
function ¢ : H}(D) x L?*(D) — R, there is € = €(¢) > 0 and a convex func-
tion I¥ : R — Ry such that, for any w € H**1(D) x H*(D) and any open
subset O of the interval ({1, p) — €, (¢, u) + €), we have

t—o00 acO

lim %log]P’u {1/0 Y(u(r))dr € O} = — inf I(a), (0.5)

where s > 0 is a small number. Moreover, limit (0.5) is uniform with respect
to u in a bounded set of H*1(D) x H*(D).

We also establish a more general result of level-2 type in Theorem 1.2. These
two theorems are slightly different from the standard Donsker—Varadhan form



(e.g., see Theorem 3 in [DV75]), since here the LDP is proved to hold locally on
some part of the phase space.

The proof of the Main Theorem is obtained by extending the techniques
and results introduced in [JNPS, JNPS14]. According to a local version of the
Gértner—Ellis theorem, relation (0.5) will be established if we show that, for
some [y > 0, the following limit exists

t——+o0

1 t
Q) = tim_t1ogBeesp( [ potuar), 18] <
0

and it is differentiable in 8 on (—po, Bp). We show that both properties can be
derived from a multiplicative ergodic theorem, which is a convergence result for
the Feynman—Kac semigroup of the stochastic NLW equation. A continuous-
time version of a criterion established in [JNPS14] shows that a multiplicative
ergodic theorem holds provided that the following four conditions are satis-
fied: wniform irreducibility, exponential tightness, growth condition, and uni-
form Feller property. The smoothness of the noise and the lack of a strong
dissipation and of a regularising property in the equation result in substantial
differences in the techniques used to verify these conditions. While in the case of
kick-forced models the first two of them are checked directly, they have a rather
non-trivial proof in our case, relying on a feedback stabilisation result and some
subtle estimates for the Sobolev norms of the solutions. Nonetheless, the most
involved and highly technical part of the paper remains the verification of the
uniform Feller property. Based on the coupling method, its proof is more intri-
cate here mainly due to a more complicated Foiag—Prodi type estimate for the
stochastic NLW equation. We get a uniform Feller property only for potentials
that have a sufficiently small oscillation, and this is the main reason why the
LDP established in this paper is of a local type.

The paper is organised as follows. We formulate in Section 1 the second
main result of this paper on the level-2 LDP for the NLW equation and, by
using a local version of Kifer’s criterion, we reduce its proof to a multiplicative
ergodic theorem. Section 2 is devoted to the derivation of the Main Theorem.
In Sections 3 and 4, we are checking the conditions of an abstract result about
the convergence of generalised Markov semigroups. In Section 5, we prove the
exponential tightness property and provide some estimates for the growth of
Sobolev norms of the solutions. The multiplicative ergodic theorem is estab-
lished in Section 6. In the Appendix, we prove the local version of Kifer’s
criterion, the abstract convergence result for the semigroups, and some other
technical results which are used throughout the paper.
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Notation

For a Banach space X, we denote by Bx (a, R) the closed ball in X of radius R
centred at a. In the case when a = 0, we write Bx(R). For any function
V:X =R, weset Oscx (V) :=supy V —infx V. We use the following spaces:
L (X) is the space of bounded measurable functions ¢ : X — R endowed with
the norm |[¢)[|ec = supy,ex [¢(u)]-

Cy(X) is the space of continuous functions ¢» € L>°(X), and C4(X) is the space
of positive continuous functions ¢ : X — R.

CH(X), q € (0,1] is the space of functions f € Cp(X) for which the following

norm is finite
lles = 6o + sup LD =¥ @]

uFv ”u*qu

M(X) is the vector space of signed Borel measures on X with finite total mass
endowed with the topology of the weak convergence. M (X) C M(X) is the
cone of non-negative measures.

P(X) is the set of probability Borel measures on X. For p € P(X) and ¢ €
Cy(X), we denote (¢, ) = [y (u)p(du). If py, po € P(X), we set

|1 = p2lvar = sup{|pa (L) — p2 (D) : T € B(X)},

where B(X) is the Borel o-algebra of X.

For any measurable function to : X — [1, +00], let Cy, (X)) (respectively, Lo (X))
be the space of continuous (measurable) functions ¢ : X — R such that |1 (u)| <
Cw(u) for all u € X. We endow Cy,(X) and L3P (X) with the seminorm

|t (u)|
P||pee = sup ——=.
¥l = sup o
Pro(X) is the space of measures p € P(X) such that (1, u) < oo.
For an open set D of R?, we introduce the following function spaces:

LP = LP(D) is the Lebesgue space of measurable functions whose p'" power is
integrable. In the case p = 2 the corresponding norm is denoted by || - ||.

H® = H*(D),s > 0 is the domain of definition of the operator (—A)?/? endowed
with the norm || - ||s:

o0

H* =29 ((—A)E/Q) =qu= iujej e L?: ||ul? = Z)\;U? < o0

Jj=1 j=1

In particular, H' coincides with H{ (D), the space of functions in the Sobolev
space of order 1 that vanish at the boundary. We denote by H ~* the dual of H*.



1 Level-2 LDP for the NLW equation

1.1 Stochastic NLW equation and its mixing properties

In this subsection we give the precise hypotheses on the nonlinearity and recall
a result on the property of exponential mixing for the Markov family associated
with the flow of (0.1). We shall assume that f belongs to C?(R), vanishes at
zero, satisfies the growth condition

(W] < C(lulf~t +1), ueR, (1.1)

for some positive constants C' and p < 2, and the dissipativity conditions
F(u) > C7Yf ()| % — v’ = G, (1.2)
fwu — F(u) > —vu® - C, (1.3)

where F is a primitive of f, v is a positive number less than (A; A y)/8. Let
us note that inequality (1.2) is slightly more restrictive than the one used
in [Marl4]; this hypothesis allows us to establish the exponential tightness
property (see Section 5.1). We consider the NLW equation in the phase space
H = H' x L? endowed with the norm

[uff, = lluall + lluz + ou®,  w=[ur,uz] € H, (1.4)

where @ = «a(y) > 0 is a small parameter. Under the above conditions, for
any initial data ug = [ug,u1] € H, there is a unique solution (or a flow) u; =
u(t;ug) = [ug, 4] of problem (0.1)-(0.3) in H (see Section 7.2 in [DZ92]). For
any s € R, let #® denote the space H*t! x H® endowed with the norm

[ulfe = lluallsy + luz + 0wl w=[us,uz] € H®

with the same a as in (1.4). If ug € H® and 0 < s < 1—p/2, the solution u(¢; up)
belongs ! to H* almost surely. Let us define a function o : H — [0, 00] by

ro(u) = 1+ [uf. +&4(u), (1.5)

which will play the role of the weight function. Here
£ = fuff+2 [ Fln) de, =) € H
D

is the energy functional of the NLW equation.

We consider the Markov family (u;,P,) associated with (0.1) and define the
corresponding Markov operators

1 Cy(H) — Cy(H), Prb(u) = L (0) Py, o),
B P(H) = P(H), m;a(r):/ Py(0,T)o(dv), >0,
H

1Some estimates for the H%-norm of the solutions are given in Section 5.2.



where P;(u,T') = P,{u; € I'} is the transition function. Recall that a mea-
sure u € P(H) is said to be stationary if 7 = p for any ¢ > 0. The following
result is Theorem 2.3 in [Mar14].

Theorem 1.1. Let us assume that conditions (0.4) and (1.1)-(1.3) are verified
and b; > 0 for all j > 1. Then the family (w,Py) has a unique stationary
measure p € P(H). Moreover, there are positive constants C and » such that,
for any o € P(H), we have

Bio— ulj < Cet A exp (selult,) o(du),

where we set

|,u1 - M2|*L = Ssup \W’Mﬁ - <1/)7M2>‘
le\cgél

for any py, po € P(H).

1.2 The statement of the result

Before giving the formulation of the main result of this section, let us intro-
duce some notation and recall some basic definitions from the theory of LDP
(see [DZ00]). For any u € H, we define the following family of occupation

measures
1

¢
G = 7/ S dr, t>0, (1.6)
tJo

where u; := u(7;u) and 6, is the Dirac measure concentrated at v € H. For
any V € Cy(H) and R > 0, we set

. 1
Qr(V) =limsup - log sup E, eXp(t(V7 (t>),
t——4oo 4 ueXp
where Xr := Bys(R), s € (0,1 — p/2). Then Qg : Cp(H) — R is a convex
1-Lipschitz function, and its Legendre transform is given by

In(o) = {SUPVecb(H)(Wa o) —Qr(V)) for o e P(H), an

+00 for 0 € M(H) \ P(H).

The function I : M(H) — [0, 4+00] is convex lower semicontinuous in the weak
topology, and Qi can be reconstructed from Ip by the formula

Qr(V) = ES;FH)((V, o) —Ig(c)) for any V € Cy(H). (1.8)

We denote by V the set of functions V' € Cy(H) satisfying the following two
properties.



Property 1. For any R > 0 and u € Xg, the following limit exists (called
pressure function)

t
Q(V)= lim 110gEuexp</0 V(ur)d7>

t—+o0

and does not depend on the initial condition u. Moreover, this limit is
uniform with respect to u € Xg.

Property 2. There is a unique measure oy € P(H) (called equilibrium state)
satisfying the equality

Qr(V)=(V,oy) — Ir(ov).

A mapping I : P(H) — [0,400] is a good rate function if for any a > 0 the
level set {o € P(H) : I(c) < a} is compact. A good rate function I is non-
trivial if the effective domain Dy := {o € P(H) : I(c) < oo} is not a singleton.
Finally, we shall denote by U the set of functions V' € Cy(H) for which there is
a number ¢ € (0, 1], an integer N > 1, and a function F' € C(Hy) such that

V(u) = F(Pyu), u€H, (1.9)

where Hy := Hy X Hy, Hy := span{ey,...,en}, and Py is the orthogonal
projection in H onto Hy. Given a number & > 0, Us is the subset of func-
tions V' € U satisfying Osc(V) < 4.

Theorem 1.2. Under the conditions of the Main Theorem, for any R > 0,
the function Ig : M(H) — [0, +00] defined by (1.7) is a non-trivial good rate
function, and the family {(;,t > 0} satisfies the following local LDP.

Upper bound. For any closed set F C P(H), we have

1
limsup —log sup Py {(; € F} < —Ir(F). (1.10)
t ueXp

t—o0

Lower bound. For any open set G C P(H), we have
1
N . S
hggg)lf ; log ug};fR P {¢ € G} > —Ir(WNGQ). (1.11)

Here? Ir(T) = infyer I(0) for T C P(H) and W := {oy : V € V},

where oy is the equilibrium state® corresponding to V.

Furthermore, there is a number § > 0 such that Us C V and for any V € Us,
the pressure function Qr(V') does not depend on R.

This theorem is proved in the next subsection, using a multiplicative ergodic
theorem and a local version of Kifer’s criterion for LDP. Then in Section 2, we
combine it with a local version of the Gértner—Ellis theorem to establish the
Main Theorem.

2The infimum over an empty set is equal to +oco.
3By the fact that I is a good rate function, the set of equilibrium states is non-empty for
any V € Cy(H). In Property 2, the important assumption is the uniqueness.



1.3 Reduction to a multiplicative ergodic theorem

In this subsection we reduce the proof of Theorem 1.2 to some properties related
to the large-time behavior of the Feynman—Kac semigroup defined by

By () =Ey {1/J(ut)exp</0tV(uT)dT> }

For any V € Cyp(H) and t > 0, the application B} maps C,(H) into itself. Let
us denote by BY* : M4 (H) — M (H) its dual semigroup, and recall that a
measure j € P(H) is an eigenvector if there is A € R such that By *u = \pu
for any ¢ > 0. Let to be the function defined by (1.5). From (5.24) with m =1
it follows that B} maps* Cy (H?) into itself (note that ro; = tv in (5.24)). We
shall say that a function h € Cy(#H?) is an eigenvector for the semigroup 3}
if By h(u) = Ah(u) for any u € H® and ¢t > 0. Then we have the following
theorem.

Theorem 1.3. Under the conditions of the Main Theorem, there is 6 > 0 such
that the following assertions hold for any V € Uy.

Existence and uniqueness. The semigroup B} * admits a unique eigenvec-
tor py € Pw(H) corresponding to an eigenvalue Ay > 0. Moreover, for
any m > 1, we have

/H [ulyfs + exp(€(u))] py (du) < oo, (1.12)

where » := (20)"'B and B := Y b3. The semigroup By admits a unique
eigenvector hy € Cyw(H®) N CL(H?®) corresponding to Ay normalised by
the condition (hy,uy) = 1.

Convergence. For any ¢ € Cy(H®), v € Pp(H), and R > 0, we have

ARV = (@, v )by in Cy(Xr) N LY(H, py) ast — oo, (1.13)
/\\_,t‘BY*V — (hy,V)py  in My (H) ast — oco. (1.14)

This result is proved in Section 6. Here we apply it to establish Theorem 1.2.

Proof of Theorem 1.2. Step 1: Upper and lower bounds. We apply Theorem 7.1
to prove estimates (1.10) and (1.11). Let us consider the following totally or-
dered set (0, <), where © = R x X and < is a relation defined by (¢1,u;) <
(ta,u9) if and only if ¢; < to. For any 6 = (t,u) € ©, we set rg :=t and {p := (4,
where (; is the random probability measure given by (1.6) defined on the prob-
ability space (Qq, Fp,Pp) := (Q,F,Py). The conditions of Theorem 7.1 are
satisfied for the family {(p}gco. Indeed, a family {zyp € R,0 € ©} converges
if and only if it converges uniformly with respect to u € Xp as t — +oo.

4When we write Ci (H?) or C(XRg), the sets H® and X are assumed to be endowed with
the topology induced by H.



Hence (7.1) holds with @ = Qg, and for any V' € V, Properties 1 and 2 imply
limit (7.3) and the uniqueness of the equilibrium state. It remains to check the
following condition, which we postpone to Section 5.

Exponential tightness. There is a function ¢ : H — [0, +00] whose level sets
{ueH:P(u) <a} are compact for any a > 0 and

t
E, exp(/ @(uﬁdr) <Ce, ueXp, t>0
0

for some positive constants C' and c.

Theorem 7.1 implies that Ir is a good rate function and the following two
inequalities hold for any closed set F' C P(H) and open set G C P(H)

1
limsup = log By {¢y € F} < ~In(F),
bco To
1
liminf — log P €eG} > —-Ir(WWNG).
iminf -~ logPo{Co € G} = —In( )
These inequalities imply (1.10) and (1.11), since we have the equalities
. 1 , 1
limsup — logPg{{yp € F'} = limsup - log sup P,{(: € F},
vce T0 t—oo bt ueXp

.1 | .
hgréglfa logPg{¢p € G} = htrggolf 7 log ulergR P.{¢ € G}.

Step 2: Proof of the inclusion Us C V. Let 6 > 0 be the constant in
Theorem 1.3. Taking ¢ = 1 in (1.13), we get Property 1 with Qr (V) := log Ay
for any V' € Uy (in particular, Q(V) := Qr(V) does not depend on R).

Property 2 is deduced from limit (1.13) in the same way as in [JNPS14].
Indeed, for any V' € Us, we introduce the semigroup

S/ ") = A hy B () (w), o, F € Cy(H), t >0, (1.15)
the function
Vv NERT 1 . V,F
Qr(F) :=limsup - log sup log(&, " 1)(u), (1.16)
t—+o00 ueXp

and the Legendre transform I} : M(H) — [0, +oc] of Q%(-). The arguments of
Section 5.7 of [JNPS14] show that o € P(H) is an equilibrium state for V if and
only if 1 g(a) = 0. So the uniqueness follows from the following result which is
a continuous-time version of Proposition 7.5 in [JNPS14]. Its proof is given in
the Appendix.

Proposition 1.4. For any V € Us and R > 0, the measure oy = hyuy is the
unique zero of Iy .

10



Step 8: Non-triviality of Ir. We argue by contradiction. Let us assume
that Dy, is a singleton. By Proposition 1.4 with V' = 0, we have that the sta-
tionary measure y is the unique zero® of Ig, so Dy, = {u}. Then (1.8) implies
that Q(V) = (V, u) for any V' € Cy(#H). Let us choose any non-constant V' € Us
such that (V,u) = 0. Then Q(V) = 0, and limit (1.13) with ¢ = 1 implies
that Ay = e@(Y) = 1 and

t
sup Eg exp (/ V(ur) dT) < 00, (1.17)
0

t>0

where Ey means that we consider the trajectory issued from the origin. Com-
bining this with the central limit theorem (see Theorem 2.5 in [Mar14] and The-
orem 4.1.8 and Proposition 4.1.4 in [KS12]), we get V' = 0. This contradicts the
assumption that V' is non-constant and completes the proof of Theorem 1.2. [

2 Proof of the Main Theorem

Step 1: Proof in the case ¥ € U. For any R > 0 and non-constant ¢ € U, we
denote

T (p) = mf{Ig(0) : (o) =p, 0 € P(H)}, pER,

where I is given by (1.7). Then Qgr(8%) is convex in 8 € R, and using (1.8),
it is straightforward to check that

Qr(pw) = sup (Bp—I(p)) for B € R,
pER

By well-known properties of convex functions of a real variable (e.g., see [RV73]),
Qr(BY) is differentiable in 8 € R, except possibly on a countable set, the right
and left derivatives DT Qr(B8v) and D~ Qg(8v) exist at any 8 and D~ Qg (8v) <
DT QRgr(Bv). Moreover, the following equality holds for some 3,p € R

Qr(BY) = Bp — I4(p) (2.1)

if and only if p € [D™Qr(Bv), DYQr(BY)]. Let us set By = 6/(4][¢]l0),
where 6 > 0 is the constant in Theorem 1.2. Then for any |8] < By, we

have 8¢ € Us C V and Qr(SY) does not depend on R > 0; we set Q(Sv) :=
Qr(BY). Let us show that D~Q(Bv) = DTQ(B) for any |B| < Bo, i.e., Q(B)
is differentiable at 3. Indeed, assume that py,ps € [D~Q(B%), DTQ(Bv)]. Then
equality (2.1) holds with p = p;,i = 1,2. As I is a good rate function, there
are measures o; € P(H) such that (¢, 0;) = p; and Ig(0s) = Ih(pi),i = 1,2.
Thus

Q(Bv) = Bpi — I (pi) = (B0, 05) — Ir(04),

i.e., o1 and o9 are equilibrium states corresponding to V = ¢. As ¢ € V, from
Property 2 we derive that o1 = o2, hence p; = po. Thus Q(Bv) is differentiable

5Note that when V = 0, we have A\yy =1, hy =1, ]K = IR, and py = u.

11



at § for any |3] < By. Let us define the convex function

h L Q(ﬁw)7 for |6| < ﬁ07
QY(B) = {+oo, for 8] > fio (2.2)
and its Legendre transform
IY(p) = sup (Bp ~Q¥(8))  forp € . (2.3)

Then I¥ is a finite convex function not depending on R > 0. As Q¥(B) is
differentiable at any |3| < By and (7.3) holds with Q = Q¥(B) (with respect to
the directed set (O, <) defined in the proof of Theorem 1.2), we see that the
conditions of Theorem A.5 in [JOPP12] are satisfied ®. Hence, we have (0.5) for
any open subset O of the interval J¥ := (DT Q% (—50), D~ Q% (B)).

Step 2: Proof in the case ¥ € Cy(H). Let us first define the rate function
IY : R — R, in the case of a general function ¢ € Cy(H). To this end, we
take a sequence v, € U such that ||V, ]l < [|¢]|oo and ¥, — ¥ in C(K) for
any compact K C H. The argument of the proof of property (a) in Section 5.6
in [JNPS14] implies that Property 1 holds with V' = B¢ for any |8] < By,
where y is defined as in Step 1, and for any compact set K C P(H), we have

sup [{(¢p, —,0)| = 0 asn — oo. (2.4)
oekl

Moreover, from the proof of Proposition 3.17 in [FKO06] it follows that

Qr(BYn) = Qr(BY) for [B] < fBo. (2.5)

This implies that Qr(Sy) does not depend on R when |3] < [y, so we can
define the functions Q¥ and I'¥ by (2.2) and (2.3), respectively.

Let J¥ be the interval defined in Step 1. To establish limit (0.5), it suffices
to show that for any open subset O C J¥ the following two inequalities hold

1
limsup - log sup Py {¢} € O} < —I?(0), (2.6)
t—oo ueXp
1 ]
htrglogf , 1Oguler}£3 P.{¢ € O} > —1%(0), (2.7)

where ¢} := (4,¢). To prove (2.6), we first apply (1.10) for a closed subset
F C P(H) defined by F = {0 € P(H) : (¢,0) € O}, where O is the closure
of O in R:

1 1 —
limsupg log sup Py {¢/ € O} <limsup 7 log sup P {¢/ € O}

t—00 ueXr t—o0 ueXnp

1
= limsup - log sup P, {(; € F}

t—o00 ueXp

< —IRr(F). (2.8)

6 Theorem A.5 in [JOPP12] is stated in the case © = R4. However, the proof presented
there remains valid for random variables indexed by a directed set.
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As Qr(BY) < Q¥(B) for any 3 € R, we have

I*(0) < I3(0). (2.9)
It is straightforward to check that
14(0) = Ix(F). (2.10)

From the continuity of IV it follows that I¥(0) = I¥(0). Combining this
with (2.8)-(2.10), we get (2.6).

To establish (2.7), we first recall that the exponential tightness property and
Lemma 3.2 in [JNPS14] imply that for any a > 0 there is a compact K, C P(H)
such that

1
lim sup : log sup P, {¢; € K} < —a. (2.11)

t—00 ueXp

Let us take any p € O and choose £ > 0 so small that that (p — 2e,p+ 2¢) C O.
Then for any a > 0, we have

Pu{¢Y € O} > P {CV € (p—2e,p+2¢),G € Ko} (2.12)

By (2.4), we can choose n > 1 so large that

sup |(¢n — ¢, 0)| <e.
cEK,

Using (2.12), we get
Pu{¢ € 0} 2 Pu{(f" € (0 —.p+ ). G € Ko}
> PG €(p—epte)} —Pu{G € KG} (2.13)

We need the following elementary property of convex functions; see the Ap-
pendix for the proof.

Lemma 2.1. Let J C R be an open interval and f, : J — R be a sequence of
convez functions converging pointwise to a finite function f. Then we have

limsup D" f,,(z) < D f (=),

n— oo

liminf D~ f,(x) > D™ f(z), xz€J.

n—oo

This lemma implies that, for sufficiently large n > 1, we have

(p—epte) C I = (DTQ" (~), D~Q¥" (B7)),

where B := §/(4]|n||o0). Hence the result of Step 1 implies that

1
Jim —logPu{¢" € (p—e.p+e)} = —I"((p—c.p+e))

13



uniformly with respect to u € Xp. As

lim sup Qw" (ﬁ) é Qw(ﬁ)v ﬁ € Ra

n—oo

we have
liminf I¥"(¢q) > I¥(q), q€R.

n— oo

This implies that
liminf I¥" ((p—e,p+e)) > I¥((p—e,p+¢)).

n—oo

Thus we can choose n > 1 so large that
1
et . n . > _7v . e
liminf > log inf Pu{¢;" € (p—epte)} = -1"((p—epte))—c

Combining this with (2.13) and (2.11) and choosing a > I¥((p — &,p + ¢€)) + &,
we obtain

1
. . . P > _ P o .
htrn inf 7t log u1€nfR Pu{gt S O} I ((p g,p+ 5)) E.

Since p € O is arbitrary and € > 0 can be chosen arbitrarily small, we get (2.7).

Step 3: The interval J¥. Let us show that if ¢ € C}(H), ¢ € (0,1] is non-
constant, then the interval J¥ = (DT Q¥ (—By), D~Q%(By)) is non-empty and
contains the point (1, u). Clearly we can assume that (1, ) = 0. As Q¥(0) =0,
it is sufficient to show that 8 = 0 is the only point of the interval [—fp, Bo],
where Q¥ () vanishes. Assume the opposite. Then, replacing ¢ by —¢ if
needed, we can suppose that there is 8 € (0, 8] such that Q¥ () = 0. As in
Step 3 of Theorem 1.2, this implies

t
sup Eq exp <[3/ w(uT)dT> < 00
>0 0

and v = 0. This contradicts our assumption that 1) is non-constant and com-
pletes the proof of the Main Theorem.

3 Checking conditions of Theorem 7.4

The proof of Theorem 1.3 is based on an application of Theorem 7.4. In this
section, we verify the growth condition, the uniform irreducibility property, and
the existence of an eigenvector for the following generalised Markov family of
transition kernels (see Definition 7.3)

PY(u,T) = (PV*6)(I), VeC,(H), TeBH), ucH, t>0

in the phase space X = H endowed with a sequence of compacts X = Bys(R),
R > 1 and a weight function to defined by (1.5). The uniform Feller property
is the most delicate condition to check in Theorem 7.4, it will be established in
Section 4. In the rest of the paper, we shall always assume that the hypotheses
of Theorem 1.2 are fulfilled.
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3.1 Growth condition

Since we take Xr = By (R), the set X, in the growth condition in Theorem 7.4
will be equal to H® which is dense in H. For any u € H® and ¢t > 0, we
have u(t;u) € H®, so the measure P) (u,-) is concentrated on H®. As V is a
bounded function, condition (7.12) is verified. Let us show that estimate (7.11)
holds for any V' with a sufficiently small oscillation.

Proposition 3.1. There is a constant 6 > 0 and an integer Rg > 1 such that,
for any V € Cy(H) satisfying Osc(V) < 8, we have

v
10| oo
sup 7”q3tv ”L“’ < 00, (3.1)
0 [[B g,
where 1 is the function on H identically equal to 1 and || - ||g, is the L™ norm
on Xpg,-

Proof. Without loss of generality, we can assume that V' > 0 and Osc(V) =
IV|loo- Indeed, it suffices to replace V by V — infy V. We split the proof
of (3.1) into two steps.

Step 1. Let us show that there are §o > 0 and Ry > 1 such that
1B 1] e

>0 [IBY 1l &,

provided that ||V||oc < &o. To prove this, we introduce the stopping time

< 00, (3.2)

7(R) = inf{t > 0: Jw|ys < R}

and use the following result.

Lemma 3.2. There are positive numbers dy, C, and Ry such that
E e’ Ro) < Cro(u), ue H. (3.3)

We omit the proof of this lemma, since it is carried out by standard ar-
guments, using the Lyapunov function to and estimate (5.24) for m = 1 (see
Lemma 3.6.1 in [KS12]). Setting G; := {7(Rp) >t} and

Ey(t) :=exp (/0 V(us) ds) , (3.4)
we get
PBY1(w) =EEv(t) = E{le,Zv ()} + E{la:Ev ()} = I + L. (3.5)

Since V > 0, we have 8} 1(u) > 1. Combining this with (3.3) and ||V || < do,
we obtain for any u € H*

I, <E,Ey (r(Ry)) < Eyexp(dor(Ro)) < Cro(u) < Cro(w) [|BY 1 5,
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The strong Markov property and (3.3) imply

I < Eu{lg,Ev(m(Ro)) Eu(r(ro) Ev (1) }
< Eu{e O} B 1 Ry < Cvo(u) 19} 1 5o,
where we write u(7(Rp)) instead of u.(g,). Using (3.5) and the estimates for I;
and I, we get (3.2).

Step 2. To prove (3.1), we set § := dg A (@/2) and assume that ||[V]|e < &
and t = Tk, where k > 1 is an integer and T > 0 is so large that ¢ := 2e= 7% < 1.
Then, using the Markov property and (5.24), we get

"By {Ev(T(k — 1))Ey(r(h-1))o(ur) }
< e™E, {Ev(T(k — 1))[2e" "W (upp—1)) + C1]}
< Cfl%(k—l)m(u) + 6T501€B¥(k—1)1( )

Iterating this and using fact that V' > 0, we obtain
Prew(w) < ¢ wu) + (1 —q) 7 e CrRT(w).
Combining this with (3.2), we see that

(RO

A=
k>0 [BYelllr,

To derive (3.1) from this, we use the semigroup property and the fact that V' is
non-negative and bounded:

198wl gy = 1B 7k (BTx0) |25 < CallPrroll gy,
198 Ll ro > [¥741ll 7o
where k > 0 is such that Tk <t <T(k+ 1) and

Cy:= sup [P w] g < "Vl sup [Rsto]|zgy < oo
s€[0,7] s€[0,T]

So we get

14
10 oo
SUPMSCQA<+OO.

>0 [|BY 1 &,

This completes the proof of the proposition.
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3.2 Uniform irreducibility

In this section, we show that the family { P} } satisfies the uniform irreducibility
condition with respect to the sequence of compacts {Xr}. Since V' is bounded,
we have

PY (u,dv) > e Vll=p,(y dv), weH,

where P;(u,-) stands for the transition function of (u:,P,). So it suffices to
establish the uniform irreducibility for {P,}.

Proposition 3.3. For any integers p, R > 1 and any r > 0, there are positive
numbers I = l(p,r, R) and p = p(p,r) such that

Py(u,By(i,r)) >p forallue Xg, i € X,,. (3.6)

Proof. Let us show that, for sufficiently large d > 1 and any R > 1, there is a
time k = k(R) such that

P, Xg) > % e Xnp. (3.7)
Indeed, by (5.24) for m = 1, we have

Eyue|3s < Eyro(ug) < 2" “o(u) + C;.
Combining this with the estimate

[E(w)| < Ca(1+[ul3,), (3.8)

we get
Eylug|3e < Cse RS +Cy, ue Xg.

The Chebyshev inequality implies that
Pi(u, Xg) > 1 —d %(Cse R + ).

Choosing t = k and d so large that e **R16 < 1 and d? > 2(Cs + C}), we
obtain (3.7).

Combining (3.7) with Lemma 3.4 and the Kolmogorov—Chapman relation,
we get (3.6) for = k+m and p = ¢/2. O

Lemma 3.4. For any integers d,p > 1 and any r > 0, there are positive
numbers m = m(d, p,r) and ¢ = q(d, p,r) such that

Pp(v,By(u,r)) >q forallve Xg, 1€ X,. (3.9)
Proof. Tt is sufficient to prove that there is m > 1 such that

P, (0, By(i,7/2)) >0 forallv € X4, it € X,,, (3.10)
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where X, = {u = [u,us] € X, : u,us € C(D)}. Indeed, let us take
this inequality for granted and assume that (3.9) is not true. Then there are
sequences v; € Xy and 1i; € X, such that

P, (v, By(tij,7)) — 0. (3.11)

Moreover, up to extracting a subsequence, we can suppose that v; and i
converge in H. Let us denote by v, and i, their limits. Clearly, v, € X4
and 1, € X,. Choosing j > 1 so large that [ii; — {5y < r/2 and applying the
Chebyshev inequality, we get

Pon(0., Baa(ite, 1)) < P (v, Baa(iy,1/2)) + P{u(m3 v;) — u(ms v.) e > r/2}
< Pyu(v;, Bu(ii;,7/2)) + 4/r* Elu(mi ) — u(m; v,)3,.

Combining this with (3.11) and using the convergence v; — v, and a density
property, we arrive at a contradiction with (3.10). Thus, inequality (3.9) is
reduced to the derivation of (3.10). We shall prove the latter in three steps.

Step 1: Ezact controllability. In what follows, given any ¢ € C(0,T; H'),
we shall denote by S, (£;v) the solution at time ¢ of the problem

OPu+ 0 — Au+ f(u) =h+¢, ulap =0, te€][0,T]
issued from v. Let 6 = [, 0], where # € H! is a solution of
—AD + f(0) = h(z).
In this step we prove that for any 4t = [t1, Gia] € Xp, there is o, satisfying
0. €C(0,1;HY) and S, (1;0) =1 (3.12)
First note that, since the function f is continuous from H' to L?, we have
~AD = —f(0) +heL?

so that © € H2. Moreover, since f is also continuous from H? to H! (recall that
f vanishes at the origin), we have f(9) € H'. As h € H', it follows that

—Av e H'. (3.13)
Let us introduce the functions
u(t) = a(t)0 4+ b(t)hy + c(t)to, (3.14)
t
pult) = [ (OFut 0 = Aut f(u)~ b dr,
0
where a, b, c € C*([0,1], R) satisfy

a(0)=1, a(l)=a(0)=a(1)=0, b1)=1, b0)=>5b0)=">b(1)=0,
¢(1) =1, ¢(0)=c(1) =¢(0) =0.
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Then, we have [u(0),4(0)] = 0, [u(1),%(1)] = @, and Sy, (1;0) = . Let us
show the first relation in (3.12). In view of (3.14) and the smoothness of the
functions a, b and ¢, we have

O*u +~yOu —h € C(0,1; H')
and thus it is sufficient to prove that
— Au+ f(u) € C(0,1; H'). (3.15)

Since u € C(0,1; H?), we have f(u) € C(0,1; H'). Moreover, in view of (3.13)
and the smoothness of 4; and g, we have —Au € C(0,1; H'). Thus, inclusion
(3.15) is established and we arrive at (3.12). Let us note that by continuity and
compactness, there is » = (0, p,r) > 0, not depending on it € )N(,m such that

Se. (1;0) € By(t,r/4)  for any v € By(v, »). (3.16)

Step 2: Feedback stabilisation. We now show that there is 7 > 1 depending
only on d and s such that for any v € X, there is ¢, satisfying

@o € C(0,7; H'Y) and  Sj, (1, 0) € B(0, ). (3.17)

To see this, let us consider the flow v(¢;v) associated with the solution of the
equation

D20+ YO0 — A + f(9) = h + Pn[f(D) — f(0)], t€][0,m] (3.18)

issued from v € Xy, where Py stands for the orthogonal projection in L? onto
the subspace spanned by the functions ey, es,...,en. Then, in view of Propo-
sition 6.5 in [Mar15], for N > N(|o|y,d), we have

[p(m;0) —0]3, < o — 03,6 < Cye ™ < 5

for m sufficiently large. It follows that (3.17) holds with the function
t
oult) = [ Pulf(@) - @) dr.
0

Step 3: Proof of (3.10). Let us take m = m + 1 and, for any v € X, define
a function @, (t) on the interval [0, m] by

0] for t € [0,m — 1],
Polt) = {@n(m D+ @(t—m+1) forte[m—1,m].

In view of (3.12), (3.16), and (3.17), we have @, (t) € C(0,m; H') and S,,, (m;v) €
By (ti,7/2). Hence there is 6 > 0 such that S,(m;v) € By(ii,r/2) provided
lo = wollc,m;m1) < 6. It follows that

P (0, By (1,7/2)) 2 P{[[§ = @ollc(0.msmr) < 6}

To complete the proof, it remains to note that, due to the non-degeneracy of &,
the term on the right-hand side of this inequality is positive. O
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3.3 Existence of an eigenvector

For any m > 1, let us define functions to,,, to,, : H — [1, +00] by

10, (1) = 1+ [ul372 + £ (u), (3.19)
0, (1) = 1o, (1) + exp(E(uw)), ueH, (3.20)

where s is the constant in Theorem 1.3. The following proposition proves the
existence of an eigenvector yu = u(t, V,m) for the operator B}y * for any t > 0.
We shall see in Section 6 that the measure p actually does not depend on ¢
and m.

Proposition 3.5. For anyt > 0, V € Cy(H) and m > 1, the operator B} *
admits an eigenvector u = p(t,V,m) € P(H) with a positive eigenvalue X\ =
A, V,m):

V=
Moreover, we have
/ o (W)pa(dat) < o0, (3.21)
H
||qsthm||XR/ 10, (Wu(du) =0 as R — oo. (3.22)
XC

R

Proof. Step 1. We first establish the existence of an eigenvector u for B} * with
a positive eigenvalue and satisfying (3.21). Let ¢ > 0 and V be fixed. For
any A > 0 and m > 1, let us introduce the convex set

Dy ={c€P(H): (w0y,0) < A},
and consider the continuous mapping from Dy ,,, to P(H) given by
Go) =PV "o /BY ().
Thanks to inequality (5.25), we have

(0, G(0)) < exp (£ Oscy (V) (o, Bio)
< 2exp (t(Oscy (V) — am)) (W, 0) + Ch, exp (t Oscy (V) .
(3.23)

Assume that m is so large that
Oscy (V) <am/2 and exp(—amt/2) <1/4,

and let A := 2C,,e®™*. Then, in view (3.23), we have (1,,, G(c)) < A for
any ¢ € Dam, ie., G(Dam) C Dam. Moreover, it is easy to see that the
set D4, is compact in P(H) (we use the Prokhorov compactness criterion to
show that it is relatively compact and the Fatou lemma to prove that it is closed).
Due to the Leray—-Schauder theorem, the map G has a fixed point @ € Dy .
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Note that, by the definitions of D4 ., and G, the measure p is an eigenvector
of PY* with positive eigenvalue X := B} *u(H) and satisfies (3.21).

Step 2. We now establish (3.22). Let us fix an integer m > 1 and let n = 17m.
In view of the previous step, there is an eigenvector p satisfying (1, u) < oo.
From the Cauchy-Schwarz and Chebyshev inequalities it follows that

/X 0, (u)pe(dut) < (o, )2 ((XE)Y? < O (g, pey) R (3.24)

®
On the other hand, using (5.24) and (3.8), we get

19 10 | x5 < exp(t[Vlloo) sup Eutvg, (ur) < O exp(t|V o) (R +1).

ueXp

Combining this with (3.24), we obtain (3.22). O

4 Uniform Feller property

4.1 Construction of coupling processes

As in the case of discrete-time models considered in [JNPS, JNPS14], the proof
of the uniform Feller property is based on the coupling method. This method has
proved to be an important tool for the study of the ergodicity of randomly forced
PDE’s (see Chapter 3 in [KS12] and the papers [KS02, Mat02, Oda08, Mar14]).
In this section, we recall a construction of coupled trajectories from [Marl4],
which was used to establish the exponential mixing for problem (0.1), (0.3).
This construction will play a central role in the proof of the uniform Feller
property in the next section.

For any 3,3’ € H, let us denote by u; and u} the flows of (0.1), (0.3) issued
from 3 and ', respectively. For any integer N > 1, let v = [v, 0;v] be the flow
of the problem

020+ 0w — Aut F(0) + Py (f(w) = £(0)) = h+9(t,), vlop =0, 0(0) =5

(4.1)
The laws of the processes {v,t € [0,1]} and {u}, ¢ € [0, 1]} are denoted by A(3,3")
and A(3'), respectively. We have the following estimate for the total variation
distance between A(3,3') and A(3').

Proposition 4.1. There is an integer N1 > 1 such that, for any N > N,
€>0, and 3,3’ € H, we have

/ 1/2
AG:3") = AGlar < Cue® + C. [exp (Cve™2s — 3/ B eEOHEGD) —1]

(4.2)
where a < 2, C., and Cy are positive numbers not depending on €,3, and 3'.

See Section 7.3 for the proof of this proposition. By Proposition 1.2.28
in [KS12], there is a probability space (2, F,P) and measurable functions V, )" :
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H x H x Q — C([0,1],H) such that (V(3,3"),V'(3,3')) is a maximal coupling
for (\(3,3"), A\(3")) for any 3,3 € H. We denote by v = [0, 0;0] and u; = [a}, O:u']
the restrictions of ¥ and V' to time ¢ € [0, 1]. Then @, is a solution of the problem

P04+ 700 — AT+ f(§) —Pnf(B) =h+(t), lap=0, 8(0) =3,

where the process {fot Y(7)dr,t € [0,1]} has the same law as

t
{e0 - [ Puswrantenn}.
0
Let 1y = [a, ;1] be a solution of
02t + 70yt — Al + f(@) — Py f(@) = h+ (), dlop =0, #(0)=3.

Then {ti;,t € [0, 1]} has the same law as {ug, ¢ € [0, 1]} (see Section 6.1 in [Mar14]
for the proof). Now the coupling operators R and R’ are defined by

Ri(,5w) =, Ri(3,w) =1, 33 €Hwel
By Proposition 4.1, if N > Ny, then for any £ > 0, we have
P{3t € [0,1] s.t. b, # i}

, 1/2
< Ce"+C, [exp (cNga—2\3—3'|3,[e<\5<3>\+|5<3>I>)—1] . (4.3)

Let (QF, F* P*), k > 0 be a sequence of independent copies of the probabil-
ity space (Q,]}7 ]f”) We denote by (2, F,P) the direct product of the spaces
(QF F* PF) and for any 3,3 € H, w = (wh,w?,...) € Q, and k > 0, we
set up = u, 4y = u’, and

=

t(w) = RT(ﬁk(w),ﬁk(w),wk), ﬁ;(w) = ’Rfr(ﬁk(w),ﬁz(w%ka

t(w) = VT(ﬁk(w%ﬁ?c(wka)’

j=x

where t = 7 + k,7 € [0,1). We shall say that (i, 1}) is a coupled trajectory at
level N issued from (3,3).

4.2 The result and its proof

The following theorem establishes the uniform Feller property for the semi-
group B} for any function V € Us with sufficiently small § > 0. The property
is proved with respect to the space C = U which is a determining family for P(H)
and contains the constant functions.

Theorem 4.2. There are positive numbers 6 and Ry such that, for any func-
tion V. € Us, the family {||BY 1| z"BY v, t > 1} is uniformly equicontinuous
on Xg for any v € U and R > Ry.
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Proof. To prove this result, we develop the arguments of the proof of Theo-
rem 6.2 in [JNPS14]. For any 6 > 0, V € Uy, and ¢ € U, we have

PV () = Eud (Eve) 1)},
where .
(Evt) (s ) 1= exp ( / v<uT>dr)w<ut>. (4.4)

We prove the uniform equicontinuity of the family {g;,¢ > 1} on Xg, where

g¢(w) = B L7 B ¥ (w).

Without loss of generality, we can assume that 0 < ¢ < 1 and infg V = 0,
so that Oscy (V) = ||V|loo- We can assume also that the integer N entering
representation (1.9) is the same for ¢ and V and it is denoted by Ng.

Step 1: Stratification. Let us take any N > Ny and 3,3 € Xg such that
d:= |3 —3|x <1, and denote by (2, F,P) the probability space constructed in
the previous subsection. Let us consider a coupled trajectory (ug, u}) := (1, 1))
at level N issued from (3,3’) and the associated process v; := v;. For any
integers r > 0 and p > 1, we set”

Gr=()Gj, Gj={or=u,Vte(j,j+1]}, Fro=2,
j=0

F, = { . ( / (19 P + [V ]?) dr — Lr) < 1EG)] + €G] +

TE[0,r
)] + €661 < .
where L is the constant in (4.11). We also define the pairwise disjoint events
Ag=G§, Arp= (G NGENF )\ Frpr, r>1,p>1, A=Giw.
Then, for any ¢ > 1, we have
BYvG) — B0 = E{Ls, [Eve) (. t) — (Eve)(u), )] }
+ Z E{la, , [(Eve)(uw,t) — (Evep)(ug, )] }

r,p=1
+E{I; [(Eve) (us, t) — (Eve)(u, 1)) }
=I5G3) + Y I ,6.8) + 1,5, (4.5)

rp=1

"The event G, is well defined also for r = 4oc0.
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where
15(3,3") = E{La, [(Eve)) (ue. t) — (Eve) (u, 1)] },
Iﬁ,p(zaal) = E{HAT,p [(va)(utat) - (Evib)(ué,t)] }a
I'G,5) == B{I4[Eve) (u, t) — (Eve)(u, 1)] }.

To prove the uniform equicontinuity of {g;,t > 1}, we first estimate these three
quantities.

Step 2: Estimates for I§ and I} ,. Let 6, > 0 and Ry > 1 be the numbers
in Proposition 3.1. Then, if Osc(V) < §; and R > Ry, we have the following
estimates

115(3:5)| < CL (R, V)[BY 1| r P{A0}/2, (4.6)
1170330 < Ca(R, V) IV = |98 1) p P{A, ,} /2 (4.7)

for any integers r, p > 1. Let us prove (4.7), the other estimate is similar. First
assume that » < t¢. Using the inequalities 0 < 1) < 1, the positivity of Zy v, and
the Markov property, we derive

I (5,5) SE{La,, Ev)(unt)} <E{Ia, (Ev1)(uyt)}
=E{ls, E[Ev D). t) | F]} < e WI=E{1y (B, 1)(u)},

where {F;} stands for the filtration generated by (u;,u;). Then from (3.1) it
follows that

V1(3) < MBY_, 1| g, (3),

so we have

I} ,(5:8") < Caer VI |BY 1] o, E{ L4, w0 (u,)}

< Coe VI |BY, 1 m, {P(Ar) En?(u,)} 7.
Using this, (5.24), and the symmetry, we obtain (4.7). If r > ¢, then
I}, (3,5) < eMVl=P{4, } < Vi< |pY 1| r P{A,,,} /2,

which implies (4.7) by symmetry.

Step 3: Estimates for P{Ag} and P{A, ,}. Let us show that, for sufficiently
large N > 1, we have

P{A¢} < Cy(R,N)d*/?, (4.8)

P{4,,} < C5(R) {(daeam/QJr {exp (Cﬁ(R7 N)daeQP*aaTﬂ) _ 1} 1/2> /\eﬁp} ’
(4.9)

24



where a, Cy, and 3 are the constants in (4.2) and (4.11). Indeed, taking ¢ = d
in (4.3), using (3.8), and recalling that d < 1, we get

P{Ao} < Cud® + C. [exp (Cyae™ ') —1] " < cum myaer,

provided that N is larger that the number N; in Proposition 4.1. This gives (4.8).
To show (4.9), we use the estimates

Eqoxp (BIE@w)]) < Cosp(BEW)), u e H, (4.10)
t

P, {sup </ |V, | dr — Lt) > [E(w)] + p} <Ce PP p>0, (4.11)
>0 \Jo

where L, 3, and C are some positive constants depending on 7, ||h||, and B;
they follow immediately from Propositions 3.1 and 3.2 in [Marl4]. From the
inclusion A, , C F,_; and inequalities (4.10), (4.11), and (3.8) it follows that

P{A,,} < Cs(R)e "". (4.12)

By the Foiag-Prodi type estimate (see (7.29) in Proposition 7.5), there is No > 1
such that for any N > Ny on the event G,_1 N F,. , we have

[ur =3 < exp(—ar + p+[E(G) +[E(G))d* < Co(R)e™ " Pd?, (4.13)
where we used (3.8). Recall that on the same event we have also
Q)]+ ()] < p. (4.14)

So using the Markov property, (4.3) with ¢ = de=*"/2, (4.14) and (4.13), we
obtain

P{4,,} <P{G, 1) NG NF,,} =B{ls,_,p,,E(la;
< Gt 1 0B, o,

« {exp (CNda72€7(a72)ar/2|uT i u;ﬂ|,2He(|5(u,,.)\+|£(u’r)|)> B 1} 1/2 }

Fr)}

< Cutre /2 +.C, [exp (ColR, Naoev-er/2) —1]

Combining this with (4.12) and choosing N > N; V Na, we get the required
inequality (4.9).

Step 4: Estimate for I*. Let us show that, for any N > Ny, we have
175(3,3")] < Cro(, V) 1B 1| rd? (4.15)
Indeed, we write

I(3.3') = E{Lx(Ev 1) (ur, )b ur) — (u)]}
+E{L[Ev D) t) — G, D))}, (4.16)
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Let us denote by Jf’ , and Jé’ , the expectations in the right-hand side of this
equality. Then by estimate (7.27), on the event A we have

|Py(u, —ul)3, < e ®7d*,  T1e]0,t]. (4.17)
Since ¢ € C{(H), we derive from (4.17)
1,1 < E{Li(Ev1)(ue, )|e(ur) — ()} < [[9llcge™ " 2d?|9By 1
< 19 llcg 1B 1] ra”.
Similarly, as V' e C{(H),
3., < B{L3|(Ev 1), 1) = (Ev1)(u, D)}

<E {]IA(Evl)(ut,t) [exp (/Ot V() — V)| dT> _ 1} }

< lexp (IVllegas(1 = em2/2)) = 1] I} 1l
< [exp (IVlloga?) = 1] 19} 1)1z

Combining these estimates for J{ ) and Jj , with (4.16), we get (4.15).

Step 5. From (4.5)—(4.9) and (4.15) it follows that, for any 3,3’ € Xg, t > 1,
and R > Ry, we have

l9:(3) — 9:(3)| < C11(R,V, N, %) (da/4 e

+ 267'|V|oe{(da/26—aar/4 + {exp (C6da62p—acw'/2) _ 1:| 1/4) A €_Bp/2}),

r,p=1

provided that N > Ny V Ny V Ny. When d = 0, the series in the right-hand
side vanishes. So to prove the uniform equicontinuity of {g;}, it suffices to show
that the series converges uniformly in d € [0, 1]. Since its terms are positive and
monotone, it suffices to show the converge for d = 1:

Z erVlleo {(eaar/4 + [exp (06621176“”/2) B 1} 1/4) /\eﬁpﬂ} < c0.
r,p=1
(4.18)
To prove this, we will assume that Osc(V) is sufficiently small. Let us consider
the sets
Sy ={(r,p) eN?:p<aar/8}, Sy=N?\S;.
Then taking § < §; V (aa/32) and Osc(V) < 4, we see that

Z eVl (eaar/4 + [exp (0662p7a04’l“/2) _ 1} 1/4)

(’r‘,p)ESl

0
< Cm(R, N) Z erHVHooe—aar/IG < Clg(R, N) Ze—aar/32 < .
(’l",p)ESl r=1
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Choosing 0 < aa/3/32, we get

o0
Z eTHV”ooe_ﬁp/2 S 014 ZB_BP/4 < 0.
(r,p)€S2 p=1

These two inequalities show that (4.18) holds.

5 Estimates for regular solutions

In this section, we establish the exponential tightness property and obtain some
higher order moment estimates for solutions in #*.

5.1 Exponential tightness

Here we show that the exponential tightness property in Section 1.3 is verified
for the function @(u) = |u|5., if we choose s > 0 sufficiently small. Clearly, the
level sets of @ are compact in H.

Theorem 5.1. For any s < 1/2, there is » € (0,1) such that, for any R > 1,
we have

t
E, exp </ [ur]5s dT) <ce  foranyv € Xp,t >0, (5.1)
0

where ¢ is a positive constant depending on R.
Proof. Tt is sufficient to prove that there is ¢ € (0,1) such that, for any R > 1,
we have

t
E, exp (5/ [ur]5s dT> < ée®  foranyve Xp,t>0, (5.2)
0

where § and ¢ are positive constants depending on R. Indeed, once this is
proved, we can use the inequality

ulZ, < olulz. + 067
to derive (5.1), where 3¢ should be replaced by s/2. We divide the proof of (5.2)
into several steps.

Step 1: Reduction. Let us split the flow u(t) to the sum u = vy + vy + 3,
where vy () = [v1(t), 01(t)] corresponds to the flow of (0.1) with f =h =9 =0
issued from v and va(t) = [v2(t), 02(t)] is the flow of (0.1) with f = 0 issued from
the origin. Some standard arguments show that the following a priori estimates
hold:

o1(t)[3s < [0f30e7, (5.3)

t
E exp <51 / [02(7)3s dT) <cpet  foranyt >0, (5.4)
0
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where d; and ¢; are positive constants depending only on «, B1, and ||A||;. Now
using the Cauchy—Schwarz inequality and (5.3), we get, for any § < d1/2,

t t t
E, exp (5/ [u(7)|% dT) < exp (5/ |01 (7)|57s dT)]Eexp (26/ [02(T)|5s dT)
0 0 0
t
x Eexp (25/ 13(7)| % dT)
0

<exp(26R* (o) ") Eexp (25 /Ot(|t32(7')3,£5 +1) dT)

t
x Eexp (26/ 13(7)|%s dT) :
0

Combining this with (5.4), we see that inequality (5.2) will be established if we
prove that

t
E exp (5/ 13(7) 575 d7> <ce® forallt>0 (5.5)
0

for some & > 0 and ¢ > 0. The rest of the proof is devoted to the derivation of
this inequality.

Step 2: Pointwise estimates. Let us note that, by construction, 3 is the flow
of equation

Oz +70z— Az + f(u) =0, zlop =0, [2(0),2(0)]=0.  (5.6)
Let us differentiate this equation in time, and set a = 2(¢). Then a solves
D2a+y0ia—Aa+f'(w)ou =0, alopp =0, [a(0),a(0)] = [0, —Ff(u(0))]. (5.7)

)
We write a(t) = [a(t),a(t)]. Multiplying equation (5.7) by 2(=A)*~1(a + aa)
and integrating over D, we obtain

d 3a . s—1/-
oy + Sl <2 /D F@llill(-A) " @+ aa) dz = L. (5.8)

Let s¢ < 1 be a positive constant that will be fixed later. Then, by the triangle
inequality, we have

5 < [ 1@l |-y 6 + o)l dz
D
+ [ 17 @6l i(~8)* 0 +a0) dz
D
—|—/D|f’(u)||a|1_”|u|”|(—A)5‘1(d+aa)|dx:L'l + Lo+ L3 (5.9)

Using the Holder inequality, we derive

L1 < |F' @) o [01]7707 g [0l Fra | (=A)° 7 (@ + ) | o, (5.10)
‘62 < |f (u)|L‘11 |v2|L(1—x)r12 |u‘f"q3 ‘(_A)E_l(d + O‘a)|L"47 (5'11)
Ly < |f' (W) Lo [al 707y [0 Feps | (= A)* (@ + aa)| Lo, (5.12)
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where the exponents p;,q; are Holder admissible. We now need the following
lemma, which is established in the appendix.

Lemma 5.2. Let us take p1 = 6/p,p3 = 2/3,q1 = (p+ 2)/p and q3 = 2/ 5.
Then, for »x > 0 sufficiently small, the exponents pa,p4, g2 and gy can be chosen
in such a way that we have the following embeddings:

H® s [U=9P2 gl=s o, [pa (5.13)
H' s [ gl=s o, o (5.14)

Step 3: Estimation of L1 and L3. In view of Lemma 5.2 and inequalities (1.1)
and (5.10), we have

Ly < Col f' (W)l posslon ]l N1l [[(=2)* " (@ + aa)[1-s
< Cillonlls™*(lullf + Dllallla + aalls—1.

Now let us suppose that » < 2 — p. Then using (5.3) together with the Young
inequality, we derive

L1 < Calo %_[_5”(||u||f+||1'L|\2+C%)||a+oza||5_1 < C3 R(E(u)+Cs)lalys-1. (5.15)

To estimate L3, we again apply Lemma 5.2 and inequalities (1.1) and (5.12)
Ly < Cu(lullf + Dlalls™*[lal*|la + aalls—1 < Ca(llullf + 1)@l *|al5",-
Applying the Young inequality, we get

L3 < 05(5(11) + C5)|a\ i (516)

2
Hs

Step 4: Estimation of Lo. It follows from Lemma 5.2 and inequalities (1.2)
and (5.11) that

L2 < Col ' (0)] pooemrse i < (~A)* (@ + )] 1s
p/p+2
SCHMQ}”(/kay+mF+C»M§ il + aallo—s
D
< Csllo2 377 (E(u) + Cs)? 772 [l a] o 1.

Finally, applying the Young inequality, we obtain
Lo < Cg(S(u) + |02|g_[s + Cg)|a‘7.ls—1. (5.17)

Step 5: Estimation of |a|ys—1. Combining inequalities (5.8), (5.9) and (5.15)-
(5.17), we see that

100+ ala(t) s < Cuo R (E((0) + loat) s + Cao) (Jalt)

1)
(5.18)
We now need an auxiliary result, whose proof is presented in the appendix.
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Lemma 5.3. Let x(t) be an absolutely continuous nonnegative function satis-
fying the differential inequality

i(t) + ax(t) < gt)x'=P(t) + b(t)  for allt € [0,T], (5.19)

where a, T, and § < 1 are positive constants and g(t) and b(t) are nonnegative
functions integrable on [0,T]. Then we have

5/0 xﬂ(f)d7§5*1(1+x(0))5+/0 (a+g(T)+b(r))dr  fort € [0,T]. (5.20)

Applying this lemma to inequality (5.18), we obtain
o [t
5/ () 7es d7 < 256711+ [a(0)]3,0-1) 2 + at
0
t
+2C R/ (Eu(T)) + [o2(7)|3 4+ Cro) AT (5.21)
0

Step 6: Completion of the proof. Note that

b = llalZey + 112+ azll? = 1822 + fla+ az]2.

l3

On the other, in view of (5.6), we have

[Az)12_; = [la+va+ f(u)]2_; < Cii(la

G- T 1@,

whence we get
303 < Crz (Ja

o1 +E3u) + Cha) . (5.22)

It follows that
l357: < Ciz (|al5s—1 + E(u) + C13),

provided » < 2/3. Multiplying this inequality by «/2, integrating over [0, ]
and using (5.21) together with the fact that

1a(0) 351 = [[F (@(0)[I2_; < £ (u(0))]1* < Cra(lIv]l§ + 1), (5.23)
we derive

;/Ot 13(1)|57: AT < C15 (1 + /Ot [E(u(T)) + [o2(7) 32 + Cus] dT) )

where C5 depends on R. Multiplying this inequality by a small constant 6(R) >
0, taking the exponent and then the expectation, and using (5.4) together with
Proposition 3.2 in [Marl4], we derive (5.5). O
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5.2 Higher moments of regular solutions

For any m > 1, let w,, and tvo,, be the functions given by (3.19) and (3.20). The
following result shows that they are both Lyapunov functions for the trajectories
of problem (0.1), (0.3).

Proposition 5.4. For any v € H®, m > 1, and t > 0, we have

Eotoy, (ue) < 2e7 10y, (0) + O, (5.24)
Eot0,, (1) < 2”10, (0) + Cp. (5.25)
Proof. Step 1: Proof of (5.24). We split the flow u(t;0) to the sum u(t;0) =
u(t)+3(t), where 1t is the flow issued from v corresponding to the solution of (0.1
1

with f = 0. Let us note that here 3 = [z, Z] is the same as in Section 5.1. A
standard argument shows that

Elu(t)[3% < e ™ |o|37% 4+ C(m, ||h[|1, B1). (5.26)

As in Section 5.1, we set a = Z and write a = [a,d]. Notice that thanks to
the Holder inequality, the Sobolev embeddings H' < L8 and H'~* « L6/(3=p)
for s < 1 — p/2, and inequality (7.33), we can estimate the right-hand side of
inequality (5.8) by
L < Ci(lulfs + Dlal|(=2)"" (@ + aa)|Lo/s—n
< Coull? + DIl(—A)" (@ + aa)ll1_s < Ca(uf}, + 1)]a + aalle_s

< Tl + 01 (E3w) + Cu).
Combining this with (5.8), we infer
d 5
Sl < —Zo‘|a|3{571 +Cy (E3w) +Cy) .

It follows that®

d

d
el 2m—2
ar'®

Hs—1 E

2m = mlal

‘a %_[5,1 < —am|a 3_7;71 + CV5 (gSm(u) + 05) ?

where we used the Young inequality. Taking the mean value in this inequality
and applying the comparison principle, we derive

¢
Ela(t)|2m_, < e™™a(0)[2m_. 4 Cs / ™ (T (EE3™ (u(T)) + C6) dr.
0
Combining this with (5.22) and (5.23), we get

El3(t)

t
<Oy (e_o‘mt53m(n) —|—/ eOMTORES (y(7)) dr + C’7> .
0

8 All the constants C;,7 > 5 depend on m.
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Using the It6 formula, it is not difficult to show (cf. Proposition 3.1 in [Mar14])
that

EEX (u(t)) < exp(—akt)EX(v) + C(k, ||h||,B) for any k > 1. (5.27)
It follows from the last two inequalities that
El3(t)|3 < Cg(e™ ™ &> (v) + Cg).
Combining this with the inequality
(A+ B)*™ <2A*™ 4+ CyB*™  for any A, B > 0.
and (5.26), we infer
EJu(O)3 < B8 s + 5(8)]3es)>™ < 2E[()[32 + CoBl3(0) 2
< 2e Mo |27 4 Cp (e ™ E3™ () 4 Chp).
So that we have
Ero,, (u(t)) < 2e™*™ 0|32 + Cro(e”*™E3™ (v) + Cyo) + EE™ (u(t))
< 2e7™ ([o]3 + E4™(0)) + C11 = 2e*™1v,,(v) + C11,

where we used the Young inequality together with (5.27).

Step 2: Proof of (5.25). It was shown in Section 3.2 of [Marl4], that for
any s < (2a) 1B, we have

E, exp[E(u(t))] < exp(€(v))
e / E, exp[€ (u(r))](—a& (u(r) + C(B, |[h]])) dr.

Using this with inequality
e'(—ar+C) < —ame” 4+ Cip  for any r > —C
and applying the Gronwall lemma, we see that
E, exp[»€(u(t))] < e ™ exp(s&(v)) + C13.

Finally, combining this inequality with (5.24), we arrive at (5.25). O

6 Proof of Theorem 1.3

The results of Sections 3-5 imply that the growth conditions, the uniform ir-
reducibility and uniform Feller properties in Theorem 7.4 are satisfied if we
take

X =H, Xp=Bus(R), P/ (u,T)= (P 6.)(),
o) =1+ [uf. +&w), C=U, V €Us
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for sufficiently large integer Ry > 1, small § > 0, and any s € (0,1 — p/2). Let
us show that the time-continuity property is also verified.

Step 1: Time-continuity property. We need to show that the function ¢ —
B g(u) is continuous from R to R for any g € C (H?) and u € H* (recall that
Xoo = H®). For any Tt > 0 and u € H*, we have

Prow) — R 9(w) = Eu {[Ev(T) — Ev ()] g(ue)} + Eu {[9(ur) — g(ue)] Ev(T)}
=: 51+ 959, (61)

where Zy is defined by (3.4). As V' is bounded and g € Cy, (H*), we see that

|S1] < Ey { exp (/tT V(ur)d7> -1

<0 (6|T—t\||vum _ 1) TV =B, to(up).

Ev(t)|9(ut)|}

Combining this with (5.24), we get S; — 0 as ¢ — T. To estimate Sa, let us
take any R > 0 and write

e~ TVl | Sy | < Ey |g(ur) — g(uy)|
= Eu {Ias, [9(ur) — g(ue)|} + Eu {Iay, lg(ur) — g(ud)[}
= 53 + 54,

where Gr = {ut,ur € Xg}. From the Chebyshev inequality, the fact that
g € Cp(H?), and inequality (5.24) we derive

83 < CEy {Tag (w(ur) +mw(ug)) }
< C1R7E, {w?(ur) + w?(w) } < CoR 1w’ (u).

On the other hand, by the Lebesgue theorem on dominated convergence, for
any R > 0, we have Sy — 0 as t — T'. Choosing R > 0 sufficiently large and ¢
sufficiently close to T, we see that S5 4+ S4 can be made arbitrarily small. This
shows that So — 0 as t — T and proves the time-continuity property.

Step 2: Application of Theorem 7.4. We conclude from Theorem 7.4 that
there is an eigenvector py € P(H) for the semigroup B} * corresponding to
some positive eigenvalue Ay, i.e., P} *uy = Al py for any ¢ > 0. Moreover, the
semigroup B} has an eigenvector hy € Cp(H*) N C4 (H?) corresponding to Ay
such that (hy,uy) = 1. The uniqueness of py and hy follows immediately
from (1.13) and (1.14). The uniqueness of py implies that it does not depend
onm and (1.12) holds for any m > 1. It remains to prove limits (1.13) and (1.14).

Step 3: Proof of (1.13). By (7.16), we have (1.13) for any v € U. To
establish the limit for any 1 € Cy,(H?), we apply an approximation argument
similar to the one used in Step 4 of the proof of Theorem 5.5 in [JNPS14]. Let
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us take a sequence 1, € U such that ||{,]|cc < |[¢]lco and ¥, — ¢ as n — o0,

uniformly on bounded subsets of H*. If we define

Ai(g) = Sup IAVBY g(w) = (g, v ) by (w)

» lgllz = sup |g(w)],
ueXp

then

A() < Ae(Wn) + v || & [0 — oy )| + A IBY (0 — )| R

for any t > 0 and n > 1. In view of (1.13) for ¢, and the Lebesgue theorem on
dominated convergence,

A¢(thp) = 0 ast — oo for any fixed n > 1,
|(¢p =, pv)] = 0 asn — oco.

Thus, it suffices to show that

sup A IBY (0 —n)llr = 0 as n — oc. (6.2)

To this end, for any p > 0, we write

1B (& = da)llr < Ji(t,n, p) + Ja(t,n, p),
where
Ji(tn,p) = 1B (0 = va)lx,)| pr J2(tm,0) = B (¥ = ) Ixe) R
Since 1, — 1 uniformly on X,, we have
Ji(t,n, ) < (. p) [BY 1,

where e(n, p) — 0 as n — co. Using convergence (1.13) for ¢ = 1, we see that

MY 1R < C3(R)  for all ¢ > 0. (6.3)
Hence,

sup Ay Ji(tn, p) < C3(R)e(n,p) = 0 asn — oc.
>0

We use (3.1) and (6.3), to estimate Ja:

A ot p) < 200 llacp AV B wllr < Ca(B) | llocp™ AV 19 1|,
< Cu(R)|[¢l|ocp™Ci(Ro)-

Taking first p and then n sufficiently large, we see that sup,- M IBY (v —
¥n)||r can be made arbitrarily small. This proves (6.2) and completes the proof
of (1.13).

Step 4: Proof of (1.14). Let us show that

AN BY v, v) = (@, py )by, v) ast— oo
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for any ¢ € Cy(H). In view of (1.13), it suffices to show that

sup /]IXc
t>0{ g "

From (3.2) and (6.3) we derive that

AP v(u) — <1/1,,uv>hv(u)] z/(du)} —0as R—oo. (6.4)

1B Yl < [9lloo 19y iz < G5By LRy < Co(Ro)A,, ¢ 20,

hence
!A;’“‘Btvw(uﬂ < Cs(Ro)wo(u), ueH®, t>0.

Since hy € Cp(H?®) and
/ Ixe (u)w(u)v(du) - 0 as R — oo,
H

we obtain (6.4). This completes the proof of Theorem 1.3.

7 Appendix

7.1 Local version of Kifer’s theorem

In [Kif90], Kifer established a sufficient condition for the validity of the LDP
for a family of random probability measures on a compact metric space. This
result was extended by Jaksi¢ et al. [JNPS14] to the case of a general Polish
space. In this section, we obtain a local version of these results. Roughly
speaking, we assume the existence of a pressure function (i.e., limit (7.3)) and
the uniqueness of the equilibrium state for functions V' in a set V, which is not
necessarily dense in the space of bounded continuous functions. We prove the
LDP with a lower bound in which the infimum of the rate function is taken over
a subset of the equilibrium states. To give the exact formulation of the result,
we first introduce some notation and definitions. Assume that X is a Polish
space, and (y is a random probability measure on X defined on some probability
space (2, Fy,Pg), where the index 6 belongs to some directed set? ©. Let r :
© — R be a positive function such that limgeg rg = +00. For any V € Cp(X),

let us set 1
Q(V) :=limsup — log Ey exp(n)(V, (9)), (7.1)

oco To
where Eg is the expectation with respect to Py. The function @ : Cp(X) — R
is convex, Q(V) > 0 for any V € C1(X), and Q(C) = C for any C € R.
Moreover, @ is 1-Lipschitz. Indeed, for any V1, V2 € Cp(X) and 6 € ©, we have

1 1
- log Eg exp(ro(V1, o)) < Vi — Valloo + - log Eg exp(ra(Va, Ca)),

9i.e., a partially ordered set whose every finite subset has an upper bound.
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which implies that
Q1) < Vi = V2l + Q(V2).

By symmetry we get
1Q(V1) = RQ(V2)| < [Vi = V2w

The Legendre transform of @ is given by

I(o) = {S“pVecb<x>(<‘4 o) = Q(V)) for o € P(X),

+o00 for o0 € M(X)\ P(X) (7.2)

(see Lemma 2.2 in [BD99]). Then I is convex and lower semicontinuous function,
and

Q(V)= sup ((V,o)—I(0)).
ceP(X)

A measure oy € P(X) is said to be an equilibrium state for V if

QV) = (Viov) —I(ov).

We shall denote by V the set of functions V' € Cp(X) admitting a unique
equilibrium state oy and for which the following limit exists

QUV) = lim - log Bg exp(ra(V. o). (73)

We have the following version of Theorem 2.1 in [Kif90] and Theorem 3.3
in [JNPS14].

Theorem 7.1. Suppose that there is a function @ : X — [0, 4+00] whose level
sets {u € X : &(u) < a} are compact for all a > 0 and

Eq exp(r9<d5, Cg)) < Ce  forf e O, (7.4)

for some positive constants C and c¢. Then I defined by (7.2) is a good rate
function, for any closed set F C P(X),

1
limsup — logPy{(y € F} < —I(F), (7.5)
oce To
and for any open set G C P(X),
1
iminf — > — .
lllgféglf m logPy{Cp € G} > —I(WNGQ), (7.6)

where W :={oy : V € V} and I(T") ;== inf,er I(0), I' C P(X).
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Proof. The fact that I is a good rate function is shown in Step 1 of the proof of
Theorem 3.3 in [JNPS14]. In Step 2 of the same proof, the upper bound (7.5)
is established, under the condition that the limit Q(V') in (7.3) exists for any
V € Cp(X). The latter condition can be removed, using literally the same proof,
if one defines Q(V') by (7.1) for any V' € Cp(X) (see Theorem 2.1 in [dA85]).

To prove the lower bound, following the ideas of [Kif90], for any integer n > 1

and any functions V...V, € Cy(X), we define an auxiliary family of finite-
dimensional random variables {j := f,((p), where f, : P(X) — R™ is given
by

fn(p) == (<V17M>v R <Vn7/~">)'
Let us set
Wy, :={ov : V € VNspan{Vy,..., V,}}.
The following result is a local version of Lemma 2.1 in [Kif90] and Proposition 3.4

in [JNPS14]; its proof is sketched at the end of this section.

Proposition 7.2. Assume that the hypotheses of Theorem 7.1 are satisfied and
set J,(T) = infﬂef;l(r) I(0),T € R™. Then for any closed set M C R™ and
open set U C R™, we have

1
limsup — logP{¢y € M} < —J, (M), (7.7)
oco T
1
liminf — logP{C} € U} > —Jo(fu(Wa) N U). (7.8)
0cO Tg

To derive (7.6) from Proposition 7.2, we follow the arguments of Step 4 of
the proof of Theorem 3.3 in [JNPS14]. The case I(W N G) = +o0 is trivial, so
we assume that I(WNG) < +oo. Then for any € > 0, there is v. € W NG such
that

I(ve) <IOWNG) +¢, (7.9)

and there is a function V4 € V such that v, = oy,. By Lemma 3.2 in [JNPS14],
the family {(p} is exponentially tight, hence there is a compact set £ C P(X)
such that v. € K and

1
limsup —logP{¢yp € K} < —(I(WNG) +1+e¢). (7.10)
0o To
We choose functions Vi, € Cp(X), k > 2, ||Vk|loo = 1 such that

d(p,v) =Y 27 Vi, ) — (Vie, )|
k=1

defines a metric on K compatible with the weak topology. As G is open, there
are 0 > 0 and n > 1 such that if

> 2R (Vi v) = (Vi ve)| < 6
k=1
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for some v € K, then v € G. Let z. := f,(ve), and denote by éRn (2, 0) the
open ball in R™ of radius § > 0 centered at x., with respect to the norm

n
]| == 22_k|xk|, x=(21,...,Zn).
k=1

Then we have f, 1 (B?Rn (z,0))NK C G, hence
P{¢ € G} > P{G € GNK} > P{¢y € f, " (Brn (22, 6)) K}
= P{C} € Bgn(z.,8)} — P{¢y € K.
Using the inequality
log(u —v) > logu —log2, 0<v<wu/2
and inequalities (7.8)-(7.10), we obtain
h%}églf % logP{¢p € G} > lireréglf%(log P{¢) € Bgn(ze,0)} —log2)

> = Jn(fa(Wn) 0 Brn (2, 0)) = —In(2e)

> I(n) > —I(WNG) —c.
which proves (7.6). O

Sketch of the proof of Proposition 7.2. Inequality (7.7) follows from (7.5). To
show (7.8), for any 8 = (B1,...,8n) € R" and a = (aq,...,a,) € R™, we set

Vg = Z;.L:l BiVis @Qu(B) = Q(V3s), and In(a) := inf -1,y I(c). One can
verify that

n(B) = su o — I (o)),

Qn() = sup (g Biay = In(@))
Jn(U) = ;relgln(a)'

Assume that J, (f,,(W,)NU) < 400, and for any € > 0, choose a. € f,,(W,,)NU

such that
In(ae) < Jn(frWn)NU) +e.

Then a. = fn(ov,_ ) for some f. € R™ such that Vs € V. It is easy to verify
that the following equality holds

Q’I’L(/BE) = Zﬁsjaaj - In(a€)~
j=1

Literally repeating the proof of Proposition 3.4 in [JNPS14] (starting from equal-
ity (3.16)) and using the uniqueness of the equilibrium state for V' = Vj3_ and
the existence of limit (7.3), one obtains

1
_Jn(fn(Wn) N U) —e< _In(as) < liminf — IOg]P{C(;l € U}
0€® Tg

for any € > 0. This implies (7.8). O
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7.2 Large-time asymptotics for generalised Markov semi-
groups

In this section, we give a continuous-time version of Theorem 4.1 in [JNPS14]
with some modifications, due to the fact that the generalised Markov family
associated with the stochastic NLW equation does not have a regularising prop-
erty. See also [KS01, LS06, JNPS] for some related results.

We start by recalling some terminology from [JNPS14].

Definition 7.3. Let X be a Polish space. We shall say that {P;(u,-),u €
X,t > 0} is a generalised Markov family of transition kernels if the following
two properties are satisfied.

Feller property. For any t > 0, the function u — P;(u,-) is continuous from X
to M4 (X) and does not vanish.

Kolmogorov—Chapman relation. For any ¢,s > 0,u € X, and Borel set I' C
X, the following relation holds

P (uwT) = /X Py(v,T) Py (u, do).
To any such family we associate two semigroups by the following relations:
Po: Co(X) = Ci(X), Bl = [ 0(0) P, o)
W M(X) > Mo(X), B0 = [ AloDut), t>0.

For a measurable function to : X — [1, 4+00] and a family C C Cp(X), we denote
by C™ the set of functions ¢ € Ly (X) that can be approximated with respect
to || - ||Les by finite linear combinations of functions from C. We shall say that
a family C C Cy(X) is determining if for any u,v € M (X) satisfying (¢, p) =
(,v) for all ¢ € C, we have y = v. Finally, a family of functions ¢; : X — R
is uniformly equicontinuous on a subset K C X if for any € > 0 there is § > 0
such that |9 (u) — 1 (v)] < ¢ for any u € K, v € Bx(u,d) N K, and t > 1. We
have the following version of Theorem 4.1 in [JNPS14].

Theorem 7.4. Let {P,(u,-),u € X,¢t > 0} be a generalised Markov family of
transition kernels satisfying the following four properties.

Growth conditions. There is an increasing sequence {Xgr}¥ | of compact
subsets of X such that Xo = Ux_1Xgr is dense in X. The measures
Pi(u,-) are concentrated on X for anyu € Xoo and t > 0, and there is a
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measurable function ro : X — [1,4+0o0] and an integer Ry > 1 such that!°

||q3tm\|L<3;

< o0, 7.11
2 B, 1y
sup [P 1|o0 < o0, (7.12)
t€(0,1]
where || - ||r and || - ||oo denote the L™ norm on Xg and X, respectively,

and we set 0o/oo = 0.

Time-continuity. For any function g € L¥(Xs) whose restriction to Xpg
belongs to C(Xg) and any u € X, the function t — Prg(u) is continuous
from Ry to R.

Uniform irreducibility. For sufficiently large p > 1, any R > 1 and r > 0,
there are positive numbers I = l(p,r, R) and p = p(p,r) such that

P(u,Bx(i,r)) >p forallue Xg,ue X,

Uniform Feller property. There is a number Ry > 1 and a determining fam-
ily C C Cyp(X) such that 1 € C and the family {||B.1|| 5" Peb,t > 1} is
uniformly equicontinuous on Xg for any ¥ € C and R > Ry.

Then for any t > 0, there is at most one measure u; € Py (X) such that
e (Xoo) =1 and
B e = A({E)pue  for some A(t) € R (7.13)

satisfying the following condition:
||q3ttn\|R/ wdu; -0 as R— oo. (7.14)
X\Xg

Moreover, if such a measure p; exists for all t > 0, then it is independent
of t (we set p := ), the corresponding eigenvalue is of the form A(t) = ¢,
A >0, suppp = X, and there is a non-negative function h € L (X)) such
that (h,pu) =1,

(B:h)(u) = Xh(u) forue X, t >0, (7.15)

the restriction of h to Xg belongs to C+(XRgr), and for any ¢ € C™® and R > 1,
we have

AT — (b, ke in O(Xgr) N LY (X, p) ast — oo. (7.16)
Finally, if a Borel set B C X is such that
sup (/ w(v) Ps(u, dn)) =0 asR— o (7.17)
ueb X\XR

for some s > 0, then for any ¥ € C™, we have

AN BBp — (b, p)h in L°(B) as t — oo. (7.18)

10The expression (P:tw)(u) is understood as an integral of a positive function w against a
positive measure P (u, ).
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Sketch of the proof. Step 1: FExistence of eigenvectors p and h. For any t > 0,
the conditions of Theorem 4.1 in [JNPS14] are satisfied!! for the discrete-time
semigroup {Pr = P, k > 1} generated by P = P;. So that theorem implies
the existence of at most one measure p; € Py (X) satistying pu:(Xoo) = 1, (7.13),
and (7.14). Moreover, if such a measure p; exists for any ¢ > 0, it follows from
the Kolmogorov-Chapman relation that p; = p1 =: p and A(t) = (A(1))" =: A
for any ¢ in the set Q% of positive rational numbers, i.e.,

Pru=Ap forteQh. (7.20)

Using the time-continuity property and density, we get that (7.20) holds for
any t > 0. So we have y; = p and A(t) = X! for any ¢ > 0, by uniqueness of the
eigenvector.

Theorem 4.1 in [JNPS14] also implies that supp u = X, A > 0, and there is a
non-negative function hy € L (X ) such that (he, u) = 1, the restriction of hy
to Xg belongs to C4 (Xg), and

(Bihe)(w) = Nhe(u) for u e X, (7.21)
PRAD LRV (Y, pyhy in C(Xg)NLY(X,pn) as k — oo (7.22)

for any v € C*,R > 1, and t > 0. Taking ¢y = 1 in (7.22), we see that
hy = hy =: h for any t € Q%. The continuity of the function ¢ — B;h(u)
and (7.21) imply that hy = h for any t > 0 and

AR b — (b, p)h in C(Xg) N LY (X, ) as k — oo. (7.23)

Step 2: Proof of (7.16). First let us prove (7.16) for any ¢ € C. Re-
placing P;(u,T) by A7'P,(u,T), we may assume that A = 1. Taking ¢ = 1
and t = 1 in (7.23), we obtain supy~ [|[Brl||r < co. So using (7.12), we get
sup;s |Bel||r < co. This implies that {Pp,¢ > 1} is uniformly equicontin-
uous on Xp for any R > Ry. Setting g = 1 — (¥, u)h, we need to prove that
PBig — 0in C(Xg) for any R > 1. Since {P:g,t > 1} is uniformly equicontinu-
ous on Xpg, the required assertion will be established if we prove that

IBegly = (IBegl,u) =0 ast — oo (7.24)

1let us note that in Theorem 4.1 in [JNPS14] it is assumed that the measures P;(u,-)
are concentrated on X for any u € X. Here this is replaced by the condition that the
measures P (u,-) and p; are concentrated on Xoo for any u € Xoo. The uniform irreducibility
property is slightly different from the one assumed in [JNPS14]. Both modifications are due
to the lack of a regularising property for the stochastic NLW equation. These changes do not
affect the proof given in [JNPS14], one only needs to replace inequality (4.16) in the proof by
the inequality

sup 1BrllLee (x) < Mil[¥llLge(xy for any ¢ € L (X), (7.19)

and literally repeat all the arguments. The proof of (7.19) is similar to the one of (4.16). Under
these modified conditions, the concept of eigenfunction for ; is understood in a weaker sense;
namely, relation (7.15) needs to hold only for u € X.
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For any ¢ € L2 (X), we have

IBepln < Belols 1) = (ol 1) = |0l

thus |B.g|, is a non-increasing function in ¢. By (7.23), we have |Big|, — 0
as k — oo. This proves (7.24), hence also (7.16) for any ¢ € C.

An easy approximation argument shows that (7.16) holds for any ¢ € C™ (see
Step 4 of the proof of Theorem 4.1 in [JNPS14]). Finally, the proof of (7.18)
under condition (7.17) is exactly the same as in Step 7 of the proof of the
discrete-time case. O

7.3 Proofs of some auxiliary assertions
The Foias-Prodi estimate

Here we briefly recall an a priori estimate established in Proposition 4.1 in [Mar14].
Let u; = [u, 4] and vy = [v, 0] be some flows of the equations

OBu+ 0 — A+ f(u) = hiz) + Duplt,2),  (7.25)
020 + 70w — Av + f(v) + Pn[f(u) — f(v)] = h(z) + Orp(t, z), (7.26)
where ¢ is a function belonging to L? (R, L?(D)). We recall that Py stands

loc
for the orthogonal projection in L?(D) onto the vector span Hy of the func-

tions e, es,...,eny and Py is the projection in ‘H onto Hy := Hy X Hy.

Proposition 7.5. Assume that, for some non-negative numbers s and T, we
have u,v € C(s,s+T;H). Then

[Py — )3 <e Do, —ug |2, fors<t<s+T, (7.27)

where o > 0 is the constant entering (1.4). If we suppose that the inequality
holds

t
/ IVa|2dr <l+K(t—s) fors<t<s+T (7.28)

for z = u and z = v and some positive numbers K and l, then, for any ¢ > 0,
there is an integer N, = N, (g, K) > 1 such that

lop — w3, <e @t ey, —u |2 fors<t<s+T (7.29)
forall N> N, and s <t<s+T.

Proof. Estimate (7.29) is proved in Proposition 4.1 in [Mar14]. To prove (7.27),
let us note that 3 = [z, 2] = Py(b — u) is a solution of the linear equation

022 4+ 40z — Az = 0.
So we have

[P (o0 — )3 = Jael3y < e a3y < e o, — sy
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Proof of Proposition 4.1

This proposition is essentially proved in Section 4.2 in [Marl4] in a differ-
ent form. However, since it plays a central role in the proof of the uniform
Feller property, we find it worthwhile to give here a detailed proof of it. As
in [Mar14], we follow the arguments presented in Section 3.3 of [KS12] and Sec-
tion 4 of [KN13]. As inequality (4.2) concerns only the laws of solutions, we
can assume that the underlying probability space (£, F,PP) is of a particular
form. We assume that Q = C(R,,R) is endowed with the topology of uniform
convergence on bounded intervals, P is the law of the Wiener process f =0,¢],
where ¢ is defined in (0.3), and F is the completion of the Borel o-algebra of 2
with respect to P.

We introduce some notation. Let 7y be the N-dimensional subspace of H
spanned by the vectors é1,és,...,éy, where é; = [0,e;]. Then Q = Qn+Qy,
where Qy = C(Ry,Hy) and Q% = C(Ry, Hy). For w = w;Fws, we write
w = (w1,ws). For any continuous process u; with range in #, we introduce the
functional

t
@) = €] +a [ @) ds,
0
and the stopping time
7% =inf{t > 0: F*(t) > F*(0) + Lt + p},

where L and p are some positive constants to be chosen later. Now let us fix
initial points 3 and 3’ in H. We shall denote by u; and u} the flows of (0.1)
issued from 3 and 3, respectively, and by bv(t) the flow of (4.1). We define a
stopping time 7 = 7" A 7 A 7% and a transformation A : Q — Q given by

Aw) () = w(t) - / p(s)ds, () = Les Py (0, [ (u) — f(u)]),

where 1,<;7 stands for the indicator function of the interval [0, 7], Py is the
orthogonal projection in H onto H ~, and u is the first component of u. Let us
prove the following result, which is a global version of Lemma 4.3 in [Mar14].

Lemma 7.6. For any initial points 3 and 3’ in H, we have

, 1/2
AP — Ploar < {exp (CN|3 2, IEBIHEG >|)+p> _ 1} ’ (7.30)

where AP stands for the image of P under A.
Proof of Lemma 7.6. Step 1. By the definition of 7, we have

FUt) < FU0)+ Lt +p, F(t) < FY(0)+ Lt +p (7.31)
for all ¢ < 7. Let us show that there is an integer N3 = Nj(L) such that, for
all N > Ny and t < 7, we have

EGIVIEG) +p

[o(t) —u(®)ff < e 5 —5l5, 0= 5

(7.32)
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Indeed, thanks to (1.2) and the Poincaré inequality, we have

Julf <

|3, + 2/ F(uy)da
D

- 2/ F(uy)da < |E(w)| + 2v|jug||? + 2C
D
A 1
<€)+ Tl +2C < €] + lulf, +2C,
for any u = [u1,ug] in H. Therefore
lul3, < 2|E(w)| + 3C. (7.33)

Combining this inequality with (7.31), we see that for all ¢t < 7

a/o IVw(s)I* ds < 2(1€G)I VG| + p) +2(L + 3C)t

for w = u and w = v. Using the above inequality and applying Proposition 7.5
with € = /4, we infer (7.32).

Step 2. Note that the transformation A can be written as A(w) = (T(w),w2),
where Y : Q — Qp is given by

t
T(w)(t) = wi(?) +/ o(s;w) ds.
0
It is not difficult to see that

AP — Plug, < / L. (P, w2) — Py foar P (dws), (7.34)
QJ_

N

where Py and Py stand for the images of P under the projections Py :Q— Qn
and Qn : Q — Q]LV, respectively. Introduce

Then Py coincides with the distribution D(X) of the random variable X and
Y. (Pn,ws) coincides with that of X. By the Girsanov theorem (see Theorem
A.10.1 in [KS12]), we have

D) = DX < ((Eexp [6 max 5" | °°|sa<t>|2dt])é —1)5,

1<5<N 7
(7.35)
if we assume that the Novikov condition

E exp (c/ (p(t)zdt> < oo for any ¢ > 0,
0
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is satisfied. To check this condition, first note that

Eexp (c/ooo <p(t)2dt> = Eexp (a/; |<p(t)|2dt>
<Eexp (c /O% 1f (ve) = flue)||? dt) : (7.36)

Using (1.1), the Holder inequality, and the Sobolev embedding H! — L% we
see that
1f(0) = F)I* < Cullo = T+ [lufl + [|v]|1)-

Joining this together with inequalities (7.31)-(7.33) and (7.36), we get

Eexp (c/ooo |<p(t)|2dt)

<Bowp (ol o [+ GV IEW] + L+ )P at)
0
< exp (03|;, _5’|§{e(|5(3)|+\€(3’)\)+p) < o
Finally, combining this with (7.34) and (7.35), we get (7.30). O

Now we can prove (4.2). Indeed, for each w belonging to the event {7 < oo},
let us introduce auxiliary H-continuous processes ¥, and y, defined as follows:
for t < 7 they coincide with the processes u’ and v, respectively, while for ¢ > 7
they solve y = —my. We choose m > 1 so large that

{r%' < oo} C {r% < oo} (7.37)
This construction implies that, with probability 1, we have
Yo(t,w) =y (t, Alw)) forallt>0. (7.38)

Let us denote by u}] and vy the restrictions of u'(¢) and v(¢) to the time inter-
val [0,1]. Then

[A3:8") = M3 )var = sup[P{oy € I} — Plu; € T}
<P{F <o} +sup|P{o; €T, 7 =00} —P{u; €,7 =o00}| = L1 + Lo,
r
where the supremum is taken over all Borel subsets of C(0,1;H). Note that
£2 < ‘A*P - P‘var-
Further, we have

Ly <P{r’ < oo, 7" ATV = 0o} + P{7" < oo} + P{r* < oo}.
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Moreover, thanks to (7.38) and (7.37), we have
P{7° < 00, 7" ATY =00} < P{r¥ < oo} = AP{r¥% < oo}
< P{r¥ < 00} + |ALP — P|yar
<P{r < o0} + |[AP — Plyar-
Combining last four inequalities, we infer

AG3") = A ar <2 (P{r* < 0} + P{r < 0} + [AP = Pluar )

Finally using this with inequality (7.30) and Corollary 3.3 from [Mar14], we get

)

, 1/2
ING25") — A |var < 2635C=5P 4 2 {exp (CN|5 2, IEBIHEG >\>+p) _ 1}

where 8 = a/8(supb7)~" and C is the constant entering inequalities (1.1)-
(1.3). Denoting a = 28/(8 + 1) and C, = 2exp(45C), and making a change of
variable p = —37lalne, we derive (4.2).

Proof of Proposition 1.4

Step 1: Preliminaries. We denote by GX’F the semigroup defined by (1.15), and
write &Y instead of &} (i.e., F = 0). Let ®(Ly) be the space of functions ¢ €
Cy(H?) such that

t
&Y (u) = p(u) + /0 &Ygu)dr, t>0,uecH* (7.39)

for some g € C(H?). Then the continuity of the mapping ¢t — &} g(u) from R
to R implies the following limit

and proves the uniqueness of g in representation (7.39). We set Ly ¢ := g. The
proof is based on the following two lemmas.

Lemma 7.7. For any F € Cy(H?), the following properties hold
i) For any v € ®(Ly), we have oy := S, € D(Ly) and
Opr = Ly + F)py, t>0.
it) The set 4 = {¢p € D(Ly) : infyeps (u) > 0} is determining for P(H?),

i.e., if (¥,01) = (,09) for some 1,00 € P(H®) and any ¥ € Dy,
then o1 = 03.

This lemma is proved at the end of this subsection. The next result is estab-
lished exactly in the same way as Lemma 5.9 in [JNPS14], by using limit (1.13);
we omit its proof.
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Lemma 7.8. The Markov semigroup &) has a unique stationary measure,
which is given by vy = hy uy .

Step 2. Let us show that, for any ¥ € ©, we have

Qr(Fy) =0, (7.40)

where Fy, .= —Ly /1 € Cy(H®) and Q% (Fy) is defined by (1.16). Indeed, by
property i) in Lemma 7.7, the function ¢; = GX’F’”w satisfies

(4

From the uniqueness of the solution we derive that 1 = ¢, for any ¢ > 0, hence

L
Orpr = (Lv - w/)) v,  ©o = .

1
lim - log sup log(&) ™) (u) = 0. (7.41)

t—4o00 uEXp
As ¢ <4(u) < C for any u € H* and some constants C, ¢ > 0, we have

1
QR (Fy) < limsup — log sup log(&,""9)(w) < QK (Fy).
t—4o0 ueXp

Combining this with (7.41), we obtain (7.40).
Step 3. Let us assume '2 that I}, (¢) = 0. Then o € P(H*) and

0=1Ip(0)= Feséugm((ﬂ o) — Qr(F)).

So taking here F' = F);, for any ¥ € ® and using the result of Step 2, we get

: Lyy
< f — .
0< 1/)16119+ / i o(du)

Since &) is a Markov semigroup, we have Ly 1 = 0. We see that § = 0 is a
local minimum of the function

f(0) ::/5 wg(du)

for any ¢ € D4, so
0= f'(0)= / Ly o(du).
Combining this with property i) in Lemma 7.7, we obtain

/Gtvwa(du): Yo(du), t>0.
Kl HE

From ii) in Lemma 7.7, we derive that o is a stationary measure for G}, and
Lemma 7.8 implies that 0 = hy uy . This completes the proof of Proposition 1.4.

12As Ir defined by (1.7) is a good rate function, the set of equilibrium measures for V is
non-empty. So the set of zeros of Il‘é is also non-empty, by the remark made at the end of
Step 2 of the proof of Theorem 1.2.
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Proof of Lemma 7.7. Step 1: Property i). Let us show that, for any ¢ € Cy(H?),
the function ¢, = GX’FTZJ satisfies the equation in the Duhamel form

t
pi=6lvs [ oF (Pe)ds (7.42)
0
Indeed, we have

— &/ =X hyt

43
« By {exp (/Ot Vi) d7> {exp (/Ot Fu,) dT) _ 1] hv(ut)w(ut)} .

Integrating by parts and using the the Markov property, we get

- &)Y =2yt

Pt
x /Ot E, {exp (K V) d7-> [F(us) exp (/t Fu,) drﬂ hv(ut)z/)(ut)} ds
/)\ h'E, {exp (/ Vi dT> hy (142) F (1)1 S(us)}ds
/6 F@tst—/S (Fps)d

This proves (7.42). The identity

t

&Y ()W) = praew) = oo () + [ SY(SYg)wdr, >0, ueH
0

shows that ¢, € ©(Ly) for ¢ € D(Ly) and r > 0.
Step 2: Property ii). Assume that, for some 01,09 € P(H?), we have
<¢701> = <w702>a ZZJ € g-l-' (743)

Let us take any ¢ € Cp(H?) such that ¢ < ¢(u) < C for any u € H® and some
constants ¢,C > 0. Then ¢, := %for &Y dr belongs to D, for any 7 > 0.
Indeed, the inequality ¢ < @,.(u) < C follows immediately from the definition
of &Y, and the fact that @, € D(Ly) follows from the identity

1 r v v 1 r+t v 1 t v
e —po=7 [ Vw-6Vuar—1 [ elvar—1 [eVvar

e ()
0
Then, by (7.43), we have

<¢7‘70-1> = <¢T‘7O—2>5 7> 0. (744)

48



Using the continuity of the mapping r — &Y¢(u) from R, to R, we see
that @,(u) — 9¥(u) as r — 0. Passing to the limit in (7.44) and using the
Lebesgue theorem on dominated convergence, we obtain (¢, o1) = (¥, 09). It is
easy to verify that the set {¢p € Cy(H?) : infyepys ¥(u) > 0} is determining, so
we get 01 = 09.

O

Proof of Lemma 2.1

The function f : J — R is convex, so the derivatives D* f(z) exist for any x € J.
We confine ourselves to the derivation of the first inequality in the lemma.
Assume the opposite, and let zo € J, (nr) C N, and n > 0 be such that

D% fn.(v0) > DT f(x0) +n for k> 1. (7.45)
Let us fix x1 € J, x1 > xg such that

D+f< )Zf(ml)_f(xO)_n/4

Lo
1 — Xo
Since fn, is a convex function, we have

< fnk (931) — fnk(IO)

D+fnk-(x0) = 1 — o

Assume that k£ > 1 is so large that we have

| frx (1) = f(@1)] + [ oy (20) — f(0)| < M(21 — 70) /4

Then, combining last three inequalities, we derive
D* fn,(x0) < D" f(z0) +1/2,

which contradicts (7.45) and proves the lemma.

Proof of Lemma 5.2

Let us first prove (5.13). We take py = 6/(1 + 2s) the maximal exponent for
which the Sobolev embedding H!'~* < LP* holds. We choose p in such a way
that exponents (p;) are Hélder admissible. It follows that p, = 6/(5—p—25—3x¢).
Now let s¢ > 0 be so small that p + 2s3c < 2. Then a simple calculation shows
that (1—s)ps < 6/(3—2s), so the Sobolev embedding implies the first inclusion
in (5.13).

We now prove (5.14). Proceeding as above, we take g4 = 6/(142s) and choose g2
such that the exponents (g;) are Holder admissible, i.e., g0 = 6(p+2)/(12— (p+
2)(1+42s+35)). It is easy to check that for 32 < 1/2—s, we have (1 — )¢z < 6.
The Sobolev embedding allows to conclude.
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Proof of Lemma 5.3

In view of inequality (5.19), we have

671%(1 + m)ﬁ =1+ a:)ﬁfljc <(1+ x)ﬁfl(—ax + gaclfﬁ +b)

S—ax(1+x)5*1+g+b§—%xﬁ+a+g+b.

Fixing ¢ € [0, 7] and integrating this inequality over [0, t], we obtain

B+ z(2)? + %/ 2P (r)dr < 8711 + 2(0))? +/0 (a4 g(7) +b(7)) ds,

0

which implies (5.20).
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